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A 

A 
A* 

BIPM 

Glossary of Symbols and Units l 

Magnetic mom ent anomaly of the free 
electron: a,. = (g,.-2)/2 

Magnetic moment anomaly of the free 
proton: afJ = j..tjJlp...\' - 1 

Magnetic moment anomaly of the free 
muon: aJ.l. = (gJ.l. - 2)12 

Absolute ampere: The ampere is that 
constant current which, if maintained in 
two straight parallel conductors of infi­
nite length, of negligible circular cross 
:;'::l:tiVII, alld plact:d 1 lllttre apal-t in 

vacuum, would produce between these 
conductors a force equal to 2 X 10- i 

newton per metre of length. 
angstrom (10- 10 m) 
angstrom-star x-ray unit defined by 

'A.(WKa,) == 0.2090100 A* 
BIPM Ittlli:t..tltivlI vf the tlmptlt on 1 

January 1969: ABw» = VBltm/OHlfm 
Bur-eau International des Poids et Mesures 
Speed ,of light in vacuum 
Acceleration due to gravity 
Elementary charge 
Electrotechnical Laboratory, Japan 
Faraday COllotant; N AC 

g-factor of the free electron: g(, = 2/-L,.IfJ.H 
g-factor of the free proton (referred to the 

Bohr magneton): gil 2J,L/J /J,LH 
g-factor of the electron in the ground state 

of hydrogen 
g-factor of the proton in the ground state 

of hydrogen 

I Base Unit definiti"n~ were laken frnm ref. [25.IJ. 
NOle: The subscripls in Ihe ~ymh()ls /Ln. /Lx. III •• elc. art' ilali('izt'oi in Ihi~ paper in 

~r ... nt",1~n,..p with Ampr;,.~n In.c:t;r •• t~ .,r Phy..;;.ic!f:. pr~f..'ti(.'.,.. H ... w.ever~ i. 1Ith4'uld 6. .. point"",d -Hut 

that Ihe recommendationl> uf ISO. ANSI. and ,"everal olher IlTllanizatinll:;' ('all fur rerlain of 
Ihese suhscripts 10 app .. ar in roman Iype. 
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G 
h 
Hz 
IGSN71 

IMM 

k 
kg 

kxu 

K 

K 
KhGNIIM 

m 

mol 

n~/I 

mp' 

mGal 
NA 
NBS 
NPL 
NSL 
ppm 
PTB 

Ti 

RR 
R 
Rx 
RSS 

g-factor of protons in H20 (spherical sam­
ple) 

g-factor of the free muon: 
gp. = 2p..p.1 (eIi12~p.) 

g-factor of th€; free muon (referred to the 
Bohr magneton): gJ.l. = 2J,L1J./fJ-JI 

Newtonian gravitational constant 
Planck constant 
hertz (cycle per second) 
1971 International Gravity Standardization 

Net 
Mendeleev Institute of ~1etrology, 

U.S.S.R. (see VNII~, 
Boltzmann constant: RIN .. , 
kilogram: The kilogram is the unit of 

mass; it is equal to the mass of the 
international prototype of the kilogram. 

kx-unit based on A(CuKa l ' == 1.537400 kxu 
kelvin: The kelvin, unit of thermodynamic 

temperature, is the fraction 11273.16 of 
the thermodynamic temperature of the 
triple point of water. 

The ratio ABlflIl/A 

Kharkov State Scientific Research Insti­
tute of Metrology, U.S.S.R. 

metre: The metre is the length equal to 
1650763.73 wavelengths in vacuum of 
the radiation corresponding to the tran­
sition between the levels 2PIII and 5d" of 
the krypton-86 atom. 

mole: The mole is the amount of sub­
stance of a system which contains as 
many elementary entities as there are 
ato~s in 0.012 kilogram of carbon 12. 

Electron res t mass 
Atomic ma:S:5 of the electron (relative to 

I:!C: M,. = me1mu) 
Proton rest mass 
Atomic mass of the proton (relative to 

I:!C: Itt/l = mp/mu) 

Unified atomic mass,constant: 
mil = m(':!C)l12 = lu 

MUUJI le:;l II1tl:,,~ 

10-:1 m 'S-2 

Avogadro constant 
National Bureau of Standards. U.S. 
National Physical Laboratory. U.K. 
National Standards Laboratory. Australia 
parts per million 
Physikali~H.:h-TedlJli:;l." lie BUJlde~an:5talt. 

Germany 
Residual of a particular input datum in a 

least-squares adjustment 
Birge ratio 
Molar gas constant: pt,vIllITo 

Rydberg constant for infinite mass: a2/2Ac 
Square root of (he sum of the squtlre::s, VI 

root-sum-square 
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VIII 
VB1Illl 

VNIIM 

WQED 

y~(low) 

V:'lhfs 

V Pshfs 
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second: The second is the duration of 
9192631770 periods of the radiation cor­
responding to the transition between the 
two hyperfine levels of the ground state 
of the cesium-I33 atom. 

5ysteme International d'Unites, the official 
name of the system of units based on 
the metre, second, kilogram, ampere, 
kelvin, candela, and mole. 

Lamb shift in hydrogenic atoms (nP 112 -

nS 1/2 interval) 
tesla (one tesla ,;;, 104 gauss) 
O°C on the thermodynamic temperature 

scale: TIl 273.15 K 
Atomic mass unit [unified scale, 

Iu = m(,2C)/I2 = 10-:J kg 'mol-INA -1] 
Molar volume of an ideal gas at s.t.p. 
Defined 1 January 1969 BIPM as-main­

tained volt: 2elh == 483594.000 GHz/V Bltl\-! 

All-Union Scientific Research Institute of 
Metrology (Mendeleev Institute, 
U.S.S.R.) 

Without quantum electrodynamic theory 
Fine structure constant: [.uoc2/41T ](e 2/hc) 

Inverse fine structure constant 
Gyromagnetic ratio of the free proton· 
Gyromagnetic ratio of protons in H 20 

(spherical sample) 
y;, obtained by the w.eak or low field 

method 

y~ obtained by the high field method 
Compton wavelength of the electron: hlmpc 
Fine-structure splitting in hydrogenic at-

oms (nP 1/2 nP 3/2 interval) 
Ratio, kx-unit to angstrom 
Ratio, A * to angstrom 
Magnetic moment of the free electron 
Bohr magneton: eh/2me 
Nuclear magneton: ehl2m p 

Magnetic moment of the free proton 
Magnetic moment of protons in H20 

(spherical sample) 
Magnetic moment of the free muon 
Permeability of vacuum (471' x 10- 7 

H'm- I ) 

Degrees of freedom in a least-squares 
adjustment 

2 aP Il - 2 ap I fine structure interval in 
atomic helium 

Ground-state hyperfine splitting in hydro­
gen 

Ground-state hyperfine splitting in muon­
ium 

Ground-state hyperfine splitting in posi­
tronium 

Stefan-Boltzmann constant: 7T2k~/601i3C2 
Diamagnetic shielding correction for pro­

tons in H20 (spherical sample) 

The statistic ··chi squared" 
BIPM realization of the ohm on I January 

1969. 

I. Introduction 

The extraordinary amount of new experimental and 
theoretical work which has been completed since the 
appf'aran~f' of fhf' ~omprf'hf:'nsivf' rf'V1F'W ann feast~ 

squares adjustment of the fundamental physical c'on­
stants hy Ta-ylor, Parker, and Langenberg ~().112 in 
1969 necessitates a new review and recommended set 
of best values. Under the auspices of the CODATA 
Task Group on Fundamental Constants,:~ we have 
completed such a review and least-squares adjust­
ment. -1 Here. we summarize the more important as­
pects of the input data used and its analysis, as well 
as give the resulting set of best values of fhe constants 
which is to be recommended by CODATA for official 
international adoption and use. For completeness, we 
also include a set of constants derived from input data 
that do not require quantum electrodynamic theory for 
their analysis. 

II. Review of Data 

In this, the major portion of the papcr, we rcview all 

of the data currently available that relate in one way Of 

another to a least-squares adjustment of the funda­
mental constants. The review is divided into three 
parts: 

A. The More Precise Data 
R. The Le!"l.s Precise WQED Data 
C. The Less Precise QED Data 

Here, as in ref. [0.1], WQED stands for "without 
quantum electrodynamic theory." However, it should 
be noted that all of the data to be discussed in A faU 
into this category as well, that is, it is not essential to 
use quantum electrodynamic theory for their analysis. 
The exact meaning of the terms "More Precise" and 
"Less Precise~', as well as the motivation for following 
Taylor et aL's practice of dividing the data into two 
parts, WQED and QED, will be given in the introduc­
tory remarks in portions A, B, and C .. 

A. The More Precise Data 

In general, the input data used in a least-squares 
adjustment of the constants are c1assjfjed into two 
groups. The first group, known as the auxiliary 

" Figures in bra<-kels indicale lileralUre references at the end of this paper. 
=< CODATA (Commillee un Data for Sdence and Technology) is under the jurisdictiun IIf 

the International Cuuncil of Scientific Uninns (ICSU). The member"hip of the CODATA 
Task Group on ·Fundamental Constants is: E. R. Cuhen (Chairman); R, D. Deslattes; H. E. 
Duckworth; A. Horsfield; B. A. Mamyrin: B. N. Oleinik; H. Prestnn-Thumas; U. Stille: J. 
Terrien; and Y. Yamam<>to. 

• A progress report was presented by the authors at the FOUTth International Conference 
on Atomic Masses and Fundamental Constants. Teddington. England. 1971. and appears in 
the Conference Proceedings (ref. [0.2]). 
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constants, contains quantities which have uncertainties 
sufficiently small that they can he considered as 
exactly known. The. second group contains the more 
imprecise or stochastic input data. The latter are the 
quantities subject to adjustment and from which are 
chosen the several unknowns or "adjustable con­
stants" in terms of which the least-squares calcula­
tions are actually carried out. In the past, a quantity 
with an uncertainty of several tenths of a part-per­
million (ppm) could be safely used as an auxiliary 
constant, while most stochastic data had uncertainties 
of at least several ppm. However, the increased 
accuracy with which many of the fundamental con­
stants may now be determined has narrowed the 
distinction between auxiliary constants and stochastic 
input data. Thus, for the present discussion we choose 
to divide the data into two categories, "The More 
Precise Data" and "The Less Precise Data", with the 
dividing line at about the 0.5 part-per-million (ppm) 
level. Nevertheless, the term "auxiliary constant" will 
still be used to mean a quantity which may be 
assumed to be exactly known, that is, one with an 
uncertainty which is negligible compared with the 
uncertainties of other quantities that might appear 
with it in the same equations. (By negligible is meant 
at least a factor of three less, and in most cases a 

factor of between five and ten less, than the uncertain­
ties associated with these other quantities.) Similarly, 
the term "stochastic data" will still be used to refer to 
those quantities that are subject to adjustment, that is, 
ones for which the input and output values will 
generally differ. 

It should be noted that all uncertainties quoted in 
this paper are meant to correspond to one standard 
deviation, and that the notation, our handling of 
numerical results, and other general aspects of the 
analysis are more;or less the same as in Taylor et a1. 
[0.1]. 

1. 2e/h From the ac Josephson Effect 

Several of the national laboratories are now routinely 
carrying out measurements of 2e/h by the ac Joseph­
son effect with an accuracy of a few parts in 10 7 or 
better. Indeed, the U.S. National Bureau of Standards 
(NBS), on I luly 1972, adopted the exact value 2e/h == 
483593.420 GHZ/V:\BS for use in maintaining the U.S. 
legal or as-maintained volt [1.1, 1.2]. Table 1.1, which 
is taken in part from the review paper of Eicke and 
Taylor [1.3], summarizes the present -situation. (We 
have also included the 1970 measurements of Finnegan 
et a1. [1.4] at the University of Pennsylvania: of PetIey 

TABLE 1.1. Summary of 2elh measurements via the ac Josephson effect.a (The 1971 and 
1972 values were obtained during the period of a series of direct volt 
transfers between the National Bureau of Standards and the participating 
laboratories. ) 

}970 

U. Pa. 
,-

(NBS Units) 483593.718(60) 0.12 Feb.-'Iay 1970.33 
NPL" 483594.2(4) 0.8 JUIl. 1970.50 
NSL" 483593.84(5) 0.1 Jun.-JuI. 1970.52 
PTB f 483593.7(2) 0.4 Fall 1970.79 

1971 

NBS!! 483593.589(24) 0.05 Jul.-Aug. 1971.5i 
NPL" 483594.1S( 10) 0.2 Jul. 1971.58 
NSL i 483593.80(5) 0.1 Jun.-Jul. 1971A9 

1972 

NBSi 483593.444(24) 0.05 Apr. 1972.29 
I\'PL k 

483594.00( 10) U.2 Apr. 1972.28 

NSL J 483593.733(48) 0.1 \'far.-Apr. 1972.26 
PTB In 483593.606(19) 0.04 \Iay 1972.38 

II Ref. [1.3]. h NBS = National Bureau of Standards. U.S.~ NPL = Nalional Physical 
Laboratory, U.K.; NSL = National Standards Laboratory, Australia: PTB = Physikal­
isch-Techniscbe Bundesanstalt, Germany. t· Ref. (1.4]. Ii Ref. [1.5]. I' Ref. 
[1.6). r Ref. [1.7). p nd. [1.8). h Rd. [1.9]. I Ref. [1.10]. j nd. [loll]. k Ref. 

[1.12]. I Ref. [1.13]. m Ref. [1.14]. 
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LEAST SQUARES ADJUSTMENT OF THE FUNDAMENTAL CONSTANTS 667 

TABLE 2.1. Resuhs of the 1970 Bureau International des Poids et Mesures (BIPM) international 
intercomparison of the units of emf and resistance as maintained by various 
countries and BIPM (central date: 1 February 1970); and the changes made by the 
various countries in their as-maintained units of emf and resistance on 1 January 
1969,8 [XLAB X B1PM + 6.f.LX, and X1.I\B (Post 1/1/69) X1.AB (Pre 1/1/69) +6.f.LX, 
where X V or 0.] 

1970 BIPM 1 January 1969 
comparison changes 

Lab Country 

6.f.LV 6.f.LO 6.f.LV alLo 

DAMW E. Germany 2.49 0.10 0 0 

PTBb W. Germany -0.26 ·0.33 -10.4 -5.1 

NBS U.S.A. 0.17 0.03 -8.4 0 

NSL Australia 0.00 0.29 -16.2 3.8 

NRC Canada 0.10 -0.47 -8.0 2.7 

LCIE France 0.23 0.30 -6.1 12.2 

lEN Italy 0.04 0.78 -10.1 0 

ETL Japan 0.51 -0.19 -8.3 0 

NPL Great Britain 0.69 0.31 -13.0 3.7 

IMMc U.S.S.R. 2.16 -0.01 -16.0 0 

BIPM 0 0 -11.0 0 

a Ref. [2.1]. . 
b A direct transfer between PTB and BIPM using a shippable, temperature regulated enclosure 

was carried out during the period luly to September, 1972 (23 August central date) with the 

result V PTB - V BIPM = 0.31 f.L V [2.2]. 
C The U.S.S.R. volt was actually changed on 1 January 1970; seerer. {2.3]. 

and Gallop [1.5] at NPL; and of Harvey et a1. [1.6] at 
NSL.) In the table, and throughout the paper, VLAB 
means the unit of voltage of the labor~tory in question 
as maintained at· the time of the measurement. The 
quoted uncertainties contain both random and system­
atic components and are as given by the experimen­
ters. The 1971 and 1972 results were obtained during a 
series of direct transfers between NBS and the 
participating laboratories, the purpose of which was to 
provide a sound basis for comparing values of Zelh. 
Thpse trsmsfers were carried out under the auspices of 

the Bureau International des Poids et Mesures (BIPM), 
and utilized shippable temperature-regulated volt 
transport standards. The volt differences as obtained 
from these direct transfers will be given in the next 
section. The last column of table 1.1 gives the 
assumed exact mean times of the various 2elh meas­
urements. They will be used in a least-squares anal­
ysis (also to be described in the next section) of the 
time dependence of the as-maintained units of voltage 
of the participating laboratories as implied by the 2elh 
and volt comparison data. 

2. Differences in As-Maintained Units of Voltage and a Value of 2elh 

in BIPM Units 

The results and central dates of the triennial BIPM 
intercomparisons of the as-maintained units of voltage 
and resistance of the various national laboratories for 
Ihe period 1950 through 1967 are summarized in tables 
I, II, and III of ref. [0.1]; they will not be repeated 
here. However, we do give in table 2.1 the results of 
the 1970 BIPM intercomparisons (central date: 1 
February 1970); and the 1 January 1969 changes made 

by the various countries in their as-maintained units of 
voltage (and resistance) in order to bring them into 
better agreement with the Systeme International 
d'Unites (51) absolute volt (and ohm) [2.1]. In table 2.2 
we give the results of the direct transfers carried out 
by NBS under the auspices of BIPM during 1971 and 
1972 [1.3]; and for comparison purposes the volt 
differences implied by the. 2e/h measurements given in 
table 1.1. We have somewhat arbitrarily assigned the 
same uncertainty to the triennial intercomparison re­
sults, that is, 0.11, f.L V, as has been assigned the good 

direct transfers carried out with temperature-regulated 
volt transport standards. Overall, the data are reasona­
bly consistent. 5 

On the basis of the 2elh data of table 1.1 and an 
analysis carried out by Denton of NPL, the Comite 
Consultatif d'Electricite (CCE) of the Comite Interna­
tional des Poids et Mesures (CIPM), at its 13th 
meeting (held October 1972), adopted a resolution, 
(Statement E-72) which was subsequently approved by 
the CIPM at its 61st meeting (also held October 1972)" 
which reads in part [2.4]: 

"Considers from these results that, on lst January 
1969, V69- BJ was equal within half a part per million to 
the potential step which would be produced by a 
Josephson junction irradiated at a frequency of 
483594.0 GHz." 

In view of the CCE statement, the increased 
number of precision measurements involving electrical 
units which have been carried out in national laborato-

• With the uncertainties assigned in table 2.2, and even though they are probabJy too 
small rather than too large, the apparent 0.6 ,... V discrepancy in the 1910 BIPM 
intercomparison result for V 0_ - VNRS pointed out in ref. [1.3] tends to disappear. 
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668 E. R. COHEN AND B. N. TAYLOR 

TABLE 2.2. Summary of differences in units of voltage maintained by several national laboratories and NBS, VI.AH - VNBSa.h 

1970 Triennial 1970 1971 1972 
international 

LAB comparison Direct volt From values Direct volt From values Direct volt From values 

(!LVBIP\1) transfers of 'kih transfers of 'klh transfers of 2elh 
(ILV'NBS) (ILV NBS) (ILV NBS) (ILVNBS) (ILV NBS) (ILV NBS) 

BIPM -0.i7 ± 0.14<' -0.17 ± 0.14<' -0.28 ± 0.14 -0.22 ± 0.14 
NRC -0.07 ± 0.14 -0.49 ± 0.14 
NPL 0.52 ± 0.14 1.00± 0.81 1.13 ± 0.14 1.16 ± 0.21 1.07 ± 0.14 l.15 ± 0.21 
NSL -0.17 :t 0.14 0.24 ± 0.16 0.45 ± 0.14 0.44 ± 0.11 0.38 ± 0.20 0.60 ± 0.11 
PTB -0.43 ± 0.14 0.09 ± 0.20 0.23 ± 0.40.1 -0.05 ± 0.20t! 0.33 ± 0.06 

a Ref. [1.3]. 
h Note that all VI-AB differ from each other and V absolute by a few ppm at most. Thus, small volt differences such as are given in this 

table are for all practical purposes the same whether expressed in terms of any V,.AB or V. 
<' These two values are from the same transfer. The procedures used for the NBS-BIPM 1970 triennial volt intercomparison were the same 

as those used for the 1971 and 1972 LAB-NBS direct volt transfers . 
• 1 The PTB 2elh measurement carried out in the Fall of 1970 has been used for the 1971 calculations. 
e The 1972 direct PTB-BIPM transfer (table 2.1, footnote b) and the 1972 direct NBS-BIPM transfer (this column, first line) imply 

VPTB - VNBS = (0.09 ± 0.20) ILV. 

ries throughout the world, and our improved knowl­
. edge of the interrelationships among the as-maintained 
electrical units of the various countries, the NBS units 
no longer have the unique position they held in the 
1969 analysis of Taylor et a1. [0.1]. We shall therefore 
express all electrical units in the present analysis in 
terms of BIPM units. 

For the purposes of our least-squares adjustment, 
we shall define the 1 January 1969 BIPM unit of 
voltage as that Josephson step voltage corresponding 
to an irradiation frequency of 483594.000 GHz. This 
implies that 

2e/h= 483594.000 GHz/V B169, (2.1) 

exactly, where V BI69 is the defined 1 January 1969 
BIPM as-maintained volt. It' should be noted that the 
symbol V69 - BI is commonly used to indicate the 
present unit of voltage as-maintained by the BIPM on 
the basis of the 1 January 1969 change and, because of 
the drifts in the standard cells used to maintain it, is a 
time-dependent unit. The CCE Statement E-72 gives 
what is believed to be the equivalentJ osephson 
frequency for V69- BI on 1 January 1969. The symbol 
V BI69 as used in this paper represents our defined 
value of V69- B1 on 1 January 1969. 

With the definition given in eq (2.1), it is necessary 
to determine from the existing experimental data the 
magnitude of the unit of voltage which is realized at 
DIPM and tIlt:: varjuu::; naLjunal laLuratories with 
groups of standard cells. Since the data of tables 1.1 
and 2.2 clearly indicate that the volt maintained at 
BIPM and the volts maintained at the national labora­
tories exhibit drifts of the order of a few parts in 107 

per year, we shall assume that there is a linear 
dependence on time and write 

(2.2) 
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where t is the time measured in years from 1 January 
1969, and the subscript refers to a specific laboratory . 
It should be emphasized, however, that although this 
drifting process was no doubt occurring prior to 1969, 
there is no experimental evidence and therefore assur­
ance that the drift rates are constant over long' 
periods, for example, a decade. Measurements such as 
the absolute ampere, proton gyromagnetic ratio, and 
Faraday have just been too imprecise to indicate parts 
in 107 changes in the various as-maintained units of 
voltage. 

On the basis of the post 1 January 1969 linear drift 
model, eq (2.2), voltage comparisons between two 
laboratories yield a relation of the form 

(2.3) 

while measurements of 2e/h at laboratory i in terms of 
Vi and at time t provide relations like 

(2.4) 

where E ~ 4.S3594.000 CHz/V H169' 

A least-squares analysis using eqs (2.2) to (2.4), the 
eleven 2e/h measurements of table 1.1, and the 
thirteen volt differences resulting from the 1970 BIPM 
triennial intercomparisons and 1971 and 1972 direct 
volt transfers (tables 2.1 and 2.2, as summarized in 
table 2.3 with the appropriate dates), yields 

V BIPM = V B16!! + [-0.026(185) - 0.365(68)tJ p. V, 
(2.5a) 

VNBS = VBIH!! +'[-0.047(153) - 0.317(53)t] p.V, 
(2.5h) 

V NPL = V B16!! + [+0.448(273) - 0.113(100)£] f:A-V, 
(2.5c) 
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TABLE 2.3. Summary of volt intercomparison data used in least 
squares analysis of '2elh data a 

1970 triennial 
intercomparison 

V'IIBS - V BIP\1 = 0.17(14) J1.V 

Vl'.lPL - V BlP\1 = 0.69(14) J1.V 

V'IISI. - V BIP\1 = 0.00(14} J1. V 

V pTB .,.. VBW\f = -0.26(14) J1.V 

Direct volt transfers 

V BW\I - V'IIBS = -0.28(14) J1. V 

VSW\1 - V"'BS = -0.22(4) J1.V 

V"'PL - V'IIBS = 1.13(14) f.1.V 
V'IIPL - V'-lBS = 1.07(14) p.V 

V:'-Ist - V'!BS = 0.45(14) p. V 
V:'-ISI. - V"IIBS = 0.38(20) p. V 
V PTB - V'\IBS = 0.09(20) f.1. V 
VpTB - V"BS = .. -0.05(20) J1.V 

V 11TB - V BlP\1 = 0.31(14) /LV 

aTables 2.1 and 2.2, and ref. [1.3]. 

Assumed exact 
mean lime of 
measurements 

1970.09 
1970.09 
1970.09 
1970.09 

1971.92 
1972.37 
1971.58 
1972.24 
1971.46 
1972.26 
1971.65 
1972.37 
1972.65 

VNSL = VBI!;!! + [-0.210(172) - 0.099(68)t] /LV, 
(2.5d) 

VPTB = VBW!! + [-0.569(254) - 0.081(77)t] JLV. 
(2.5e) 

For this analysis, t is 13.66 for 24 - 10 = 14 degrees 
of freedom. This indicates that the uncertainties 
assigned the volt transfers, which are not statistically 
well defined. are reasonable. (A graphical representa­
tion of the 2elh data used and the results of the least­
squares analysis is given in fig. 1.) 

It should be remembered that all of the uncertain­
lies quoled in eqs (2.5) are correlated. The actual 
uncertainties in Vi are given by the following expres­
sions: 

U
2

SIPM = (0.0342 - 0.0233t + 0.0046t 2) (ppm)2, 
(2.6a) 

(T2NBS = (0.0234 - O.OloOt + 0.0028t2
) (ppm)2, 

(2.6b) 

(J'2NP1 (0.0746 0.527t + 0.0101t2) (ppm)2. 
(2.6c) 

U
2

NSL = (0.0297 - 0.0226t + 0.0047t 2) (ppm)2, 
(2.6d) 

U
2

PTB = (0.0643 - 0.0387t + 0.0059t2) (ppm)2. 
(2.6e) 

The uncertainties in Vi corresponding -to the time 
period 1971-72 are of the order of 0.05-0.10 ppm, 
n~l1t:ctjng the fact that this is the period of the most 
orecise measurements. 

Equation (2.5a) implies that on 1 January 1969, the 
actual BIPM as-maintained unit of voltage was (0.026 
± 0.185) JL V less than V BI!;!! as defined by eq (2.1), that 
it has been exhibiting a drift of -0.37 JL V/year, and 
that it corresponded to a Josephson frequency of 
483593.987(90) GHz (0.19 ppm). (Note that as would be 
expected, this frequency is quite consistent with the 
CCE statement.) As indicated previously, it is impossi­
ble to state with any degree of certainty that such a 
drift did not exist during the decade prior to 1 January 
1969. While the proton gyromagnetic ratio ('Yp) meas­
urements at NBS from 1960 to 1967 [0.1] would appear 
to rule out such' a large drift, the lack of sufficiently 
precise dimensional measurements of the solenoid 
used in those experiments prevents an unequivocal 
statement. We shall therefore assume throughout the 
present work that prior to 1 January 1969, the BIPM 
unit of voltage was essentially constant. Or in other 
words, that any change in the BIPM unit of voltage 
prior to this date was negligibly small compared with 
the uncertainties in the experiments carried out during 
this period that required a unit of voltage and that will 
be considered for inclusion in our adjustment. (Further 
motivation for this approach will be given in section 
II.A.4 where we discuss the relationship between the 
BIPM ohm and the absolute (SI) ohm.) For such 
experiments, we convert to V BIPM by linearly interpo­
lating between triennial intercomparisons and assum­
ing a ± 0.14 JL V uncertainty for the interpolated volt 
difference. To finally convert to V Bi!;!! will of course 
require taking into account the 11 ppm 1 January 1969 
redefinition of V BIPM (table 2.1) and the (0.026 ± 0.185) 
ppm correction implied by eq (2.5a) and discussed 
abuve.1l Tu convert experiments carried OUI after 1 
January 1969 to V BIti!!, we need only use eq (2.5). 

3. Speed of Light in Vacuum, c 

All past determinations of c have been rendered 
obsolete by Evenson et al. 's [3.1] recent measurement 
uf the. fn~4ueIlcy uf a He-Ne la:ser :staLiliz;eu Ufl the 
P(7) line of the V:J absorption band of methane (3.39 
jLm, 88 THz). Through a chain of frequency compari­
sons of stabilized laser oscillators, Evenson et aL 
compared the methane absorption line frequency with 
the frequency of the cesium clock definition of the 
second. The frequency of the 3.39 JLm methane line is 
thereby e:slablh,heu as; 

v(CHJ = 88376181627(50) kHz. (3.1) 

The relative standard deviation of the measurement is 
thus less than 6 X 10- 10 • The wavelength of this 
transition has been measured by Barger and Hall [3.2], 
by Giacumu [3.3), amI by Bairu et al. [3.4]. The 
accuracy of these wavelength determinations is limited 

Ii The slight correlation between experiments introduced by including tbe 0.185 ppm 
uncertainly in each is entirely negligible. 
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FIGURE. 1. Plot showing the 2e/h measurements (points with error bars) used in the least~squares 
analysis of the post 1 January 1969 drift rates of the BIPM, NBS, NPL, NSL, and PTB 
as-maintained units of voltage; and the results of the analysis: The linear drift-rate 
curves, eq (2.5) (full lines); and their uncertainties, eq (2.6) (dotted lines). For clarity, the 
latter are not shown completely for e~ery laboratory. 

not by the measurement process itself but by the 
uncertainty in the precise definition of the metre in 
terms of the krypton wavelength. The Kr line is known 
to be asymmetric and has been analyzed in terms of a 
satellite line of relative intensity 0.06 di~placed O.OOR 
cm- 1 or 0.63 half-widths toward the red [3.2]. This 
leads to a variation of 8.3 parts in 109 in the numerical 
value of a measured wavelength depending on whether 
the center of gravity or the peak of the line is 
understood as defining the metre. 

Giacomo [3.3] determined the methane wavelength 
using Michelson's interferometer at BIPM and gives a 
value 

A(CH,J B~92231.~76(R) pm (0.0024 ppm). (R.~) 

The path length of the interferometer was such that 
this measurement corresponds closely to using the 
center of gravity definition of the krypton line. 

Baird, Smith, and Berger at NRC [3.4] found a 
Barger and Hall [3.2] at NBS Boulder, using the 

center of gravity definition, find 

A(CHJ = 3392231.376(12) pm (0.0035 ppm). (3.2) 

If the peak definition were used, this wavelength 
would be increased by 0.028 pm to 3392231.404 pm. 

value . 

A(CH,J = 3392231.40(2) pm (0.0061 ppm). (3.4) 

This value is actually in better agreement with the 
previous two than appears superficially because it 
corresponds more nearly to a krypton wavelength 
midway between the peak and the center of gravity 
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definitions. More thali half of the difference between 
eq (3.4) and eq {3.2) or eq (3.3) is therefore ascribable 
to the difference in the krypton standard; the inherent 
agreement among these three measurements is more 
nearly of the order of 0.01 pm or 3 parts in 109. 

On the basis of the excellent accord among these 
and other measurements of stabilized laser wave­
lengths, the Comite Consultatif pour la Definition du 
Metre (CCDM) of the CIPM recommended (at their 
meeting in June 1973) [3.5] theuse of the values 

A(CH,J = 3392231.40 pm, (3.5a) 

A(l27I) = 632991.399 pm, (g.5b) 

respectively, for the wavelengths in vacuum of He-Ne 
lasers stabilized by the P(7) line of the Va. band of 
methane, and the component i of the R(127), 11-5 
band of iodine-127. The wavelengths of these radia­

tions are estimated to have ·the values stated to within 
4 X 10-9 in relative value, and this uncertainty is 
essentially due to the present indeterminacy in the 
practical realization of the metre. 

If the recommended wavelength given in eq (3.5a) is 
combined with the accurately measured frequency of 
eq (3,1), one. then finds c = A.ll = 299792459.33 mis, 
with an uncertainty of ± 1.2 mis, arising from the 
uncertainty in the definition of the metre. (The stand­
ard deviation based on the experimental uncertainties 
of the data is U.tl m/s.) Un this basis, the CCDM 
recommended the value [3.5] 

c = (299792458 ± 1.2) m/s(0.004 ppm). (3.6) 

Without intending to prejudge any future redefinition 
of the metre or the second, the CCDM suggested that 
any such redefinitions should attempt to retain this 
value provided that the data upon which it is based are 
not subsequently proved to be in error. 

The pre!;ent 1east-squareg analysis was completed 

prior to the CCDM meeting and utilized the value [3.6] 

c = (299792456.2 ± 1.1) mls (0.003S ppm). (3.7) 

The difference between this value and eq (3.6) is 0.006 
ppm and is entirely negligible compared with 
the uncertainties of any experimental data involving 

the speed of light. In our final recommended set of 
constants we give the value of eq (3.6). None of the 
other quantities in that table would be significantly 
altered by the change. 

The recommended value given in eq (3.6) is in 
agreement with other recent independent determina­
tions of the speed of light. Baird et al. [3.7] measured 
the wavelengths of various CO2 laser lines in the 9 JLm 
and 10 iJ.m bands with a relative accuracy of approxi­
mately.2XlO-s. Evenson et al. [3.1], as a part of the 
chain of frequency measurements from cesium to 
methane, determined the frequencies of the R[30) 

transition at 10.18 JLm and the R[lO] transition at 9.33 
JLm. These independent .wavelength and frequency 
measurements are then tied together by the accurate 
frequency difference measurements of the CO2 bands 
by Bridges and Chang [3.8] and lead to the value [3.7] 

c = 299792460(6) mls (0.02 ppm). (3.8) 

Since the uncertainty component from the wavelength 
measurement is 30 times larger than that from the 
frequency measurement, eq (3.8) is essentially sto­
chastically independent of eq (3.6). 

These measurements are also supported by the 
value of c reported by Bay, Luther, and White [3.9] 
using a completely different technique. These workers 
determined the ratio of the j::,llm ::Inri d.ifference fre­
quencies interferometrically of an absorption stabilized 
He-Ne'laser oscillating at 633 nm (474 THz) modulated 
by a microwave frequency. Hence, they determined 
the frequency of the laser in terms of the frequency of 
the .microwaves. Combining this with the known 
wavelength of the laser they obtained 

c 299792462(18) mls (0.06 ppm). (3.9) 

These new values of c are all consistent with, but one 
or two orders of magnitude more accurate than, the 
previously accepted value [0.1] obtained by Froome in 
1957 using microwave interferometry [3.10]: 

c = 299792500(100) mls (0.33 ppm), {3.10) 

as well as with other measurements [0.1] of compara­
ble accuracy carried out during the past decade. 

4. Ratio of BIPM As-Maintained Ohm to Absolute Ohm 

As part of our adjustment it is necessary to include 
the relationship between the absolute electrical units 
of the Systeme Internationale d'Unitcs and the main 

tained standards against which all of the measure­
ments of interest have actually been made. Since we 
intend to carry out the present adjustment in terms of 
V 8161} as defined by eq (2.1), we will need to express all 
quantities used in the present work which require 
electrical units in terms of 1 January 1969 BIPM units. 
We shall denote the 1 January 1969 BIPM ohm as 
realized through standard resistors by the symbol 
.0 8169' The required ohm ratio is therefore .0 8169 /.0. 
As explained in sections II.A.l and 2, we have 
reserved the subscript BI69 to apply only to the date 1 
January 1969. As applied to the volt, the subscript 
BI69 has the more specific meaning as defined in eq 
(2.1). The subscript BIPM or in .general, LAB (i.e., 
NBS, NPL, etc.), on a particular electrical unit means 
the as-maintained value of that unit at the time of the 
measurement under consideration. 

A value for the quantity G 8169 /.o may best be 
obtained from the measurements carried out at NSL 

J. Ph,II. Chern. Ref. Dutu, Vul. i, Nu. 4, 1973 
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using the Thompson-Lampard calculable capacitor 
[4.1] at the time of the 1964, 1967, and 1970 BIPM 
triennial international intercomparisons. Thompson at 
NSL reports [4.2, 4.3]: 

1964: co
2 flNSL/c2 0 = I - (3.S8 ± 0.06) x 10-6

, 

(4.1a) 

1967: co
2 ONsdc2 0 = 1 - (3.80 ± 0.06) x 10-6

, 

(4.1b) 

1970: co
2 ONsdc2 0 = I - (0.00 ± 0.06) x 10-6 • 

(4.1c) 

The explicit dependence of the measurements on the 
speed of light has been shown since Thompson used 
the Froome result for Co, eq (3.10). The quoted 
uncertainty is statistical only; the total uncertainty 
including allowances for systematic effects is 0.2 ppm 
[4.3]. (The large apparent shift in the NSL ohm in 
1970 is due to its 1969 redefinition; see table 2.1.) 

Using the 1964, 1967, and 1970 BIPM triennial 
intercomparison results for the differences between 
the NSL and BIPM as-maintained ohms yields 

1964: co
2 OBIPM/c2 0 = 1- (0.03 ± 0.10) x 10-6 , 

(4.2a) 

1967: co
2 OBIPM/C2 0 = 1 - (0.17 ± 0.10) x 10-6, 

(4.2b) 

1970: C()2 OBJPM/c2 n = 1 - (0.29 ± 0.10) X 10-6, 
(4.2c) 

where we have included an additional 0.08 ppm 
uncertainty (assumed random) for the transfer be­

tween, and the intercomparison measurements at, 
NSL and BIPM. Since there was no redefinition of the 
BIPM ohm on 1 January 1969, we may, without further 
correction, fit a straight line to the data of eq (4.2) 
since they clearly indicate a simple linear drift of the 
BIPM ohm. Measuring time in years from 1 January 
1969, and using the central dates of the triennial 

intercomparisons as the precise times to be associated 
with eq (4.2), we obtain [after substituting the value of 
c given in eq (3.7)]: 

OBIPM = 0 + [-0.S38(S) - 0.043(l)t] Mil, (4.3a) 

with 

0'2SIPM = (20.76 + 8.18St + 2.147t2
) X 10-6 (ppm) 2, 

(4.3b) 

For this analysis, X2 = 0.0039 for one degree of 
freedom. Such a low value would seem rather fortui­
tous. Note that the 0.19 ppm systematic uncertainty in 

the calculable capacitor measurements must be added 

J. Phys. Chem. Ref. Data, Vol. 2, No.4, 1973 

separately to the uncertainty given in eq (4.3b). The 
final result for 0 8169 /0 [setting t = 0 in eq (4.3a)] is 
thus 

0B169/fi = 0.99999946(19) (0.19 ppm). (4.4) 

Although eq (4.3a) indicates that the BIPM ohm has 
been decreasing at the rate of -0.043 MfUyear since at 
least 1964, we shall ignore it for the entire period prior 
to I January 1969. The reason is that all experiments 
of interest carried out during this period will involve 
the BIPM volt as well. As was discussed in detail in 
section II.A.2, no correction for a possible drift in 
V BIPM prior to this date will be applied. Since if 
anything, V BIPM was probably decreasing during this 
period, and the qu antity which really enters the 
relevant experiments is the BIPM as-maintained am­
pere, ABJPM = V BJPM/nBJPM' it would be wrong to cor­
rect one without correcting the other. That is, ABlPM 
has very likely been more stable than either V BJPM or 
0BJPM' We shall therefore reexpress in terms of A B1PM 
the results of pre 1 January 1969 experiments carried 
out in terms of ALAB by linearly interpolating between 
the appropriate BIPM triennial intercomparisons. An 
uncertainty of 0.16 /LA will be assumed for the 
interpolated ampere difference (0.14 M V for the volt 
difference and 0.08 fLfl for the ohm difference). To 
finally convert to ASJ69 will, of course, require taking 
into account the 11 ppm and 0.026 ppm corrections to 
V BJPM discussed in section II.A.2. 

Since the drift in V BIPM must be taken into account 
for post 1 January 1969 experiments, we must also do 
the same for OBIPM' As we shall see, this means 
knowing the (time dependent) differences ONBS - OBI69 
and ONPL OSliN since these are the only two laborato­
ries with relevant experiments. Assuming linear drifts, 
using the results of the 1964·, 1967, and 1970 triennial 

intercomparisons, measuring time in years from 1 
January 1969, and taking into account the 3.7 Mfl 
redefinition of ONPL on this same date, we find: 

ONBS = OBI69 + [-0.048(49) + 0.046(16)t] MO, 
(4.5a) 

u2NBS = (24.26 + 9.S63t + 2.508t2) X 10-4 (ppm)2, 
(4.Sb) 

fi NPL = OB169 + [0.271(33) + O.Ol8(ll)t] MO, 
(4.5c) 

a-2 NPL = (11.16 + 4.4021 + 1.1S4t2) X 10-4 (ppm)2. 
(4.Sd) 

X2 is 0.71 and 0.33, respectively, one degree of 
freedom, assuming an a priori assigned uncertainty of 

0.08 MH for each triennial intercomparison. 
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5. Acceleration Due to Gravity, 9 

The acceleration due to gravity is needed at four 
places: The former site of the NBS current balance 
and Pellat electrodynamometer; the sites of the NPL 
current balance and high field ")Iv experiments; and the 
site of the Kharkoy, U.S.S.R., high field ")Ip experi­
ment. As discussed in ref. [0.1] the required values 
may be obtained from g(CB), g(BFS), and gp (Kharkov), 
where CB stands for the Commerce Department 
Building; BFS means the British Fundamental Station; 
and gp (Kharkov) is the value of g at Kharkov on the 
Potsdam System. 

In the present work, we shall use the g values of 
IGSN71, the International Gravity Standardization Net 
1971 [5.1]. This network, developed under the aus­
pice!; uf Lhe InLernaLiunal Union of Geodesy and 
Geophysics, is a least-squares adjusted self-consistent 
worldwide gravity net based on 25,000 absolute, gra­
vimeter and pendulum measurements. It provides 
gravity values with an uncertainty of less than 0.1 
mGal over the gravity range of the earth (1 mGal = 
10-5 . m/s2 = 1 ppm in g). Furthermore, these values 
include the so called Honkasalo correction, that is, the 
IGSN71 g values are the average values that would be 
measured at a particular site in a continuous experi­
ment extending over a period of time 10nj2; enough to 
completely cover the lunar and solar cycles. The 
absolute values used as input data for the net include 
measurements by Cook [5.2], Tate [5.3], Faller and 
Hammond [5.4]~ and Sakuma [5.5]. The relSultlS are: 

g (CB) = 980104.30 ± 0.02 mGal (0;02 ppm), 
(5.1a) 

g (BFS) = 981181.77 ± 0.02 mGal (0.02 ppm). 
(S.lb) 

Unfortunately, the IGSN71 adjustment does not 
include any data from the Soviet Union. Therefore we 
are forced to obtain g(Kharkov) from the older data for 
the difference between the values of g at Potsdam and 
at Kharkov, and to assume this difference is reasona­
bly accurate. Since the IGSN71 gives -14.0 mGal ·as 
the best· correction to the Potsdam System at Pots­
dam, we shall take 

g(KhGNIIM) = gp(Kharkov) - (14.0 ± 1.0) mGal 
. . (1 ppm), (S.lc) 

where the 1 ppm uncertainty is assigned somewhat 

arbitrarily to take into account possible errors in the 
difference between g at Potsdam and Kharkov. Al­
though this uncertainty is thus much larger than the 
uncertainty in those values for which we have modern 
determinations, we may still use eq (5.lc) to include 
the Kharkov y;(high field) measurement in our adjust­
ment since its uncertainty is essentially uncorrelated 

with any other sources of uncertainty. 

6. g-Factors of the Free Electron and Muon, 9" and 9,. 

The magnetic moment of the electron in Bohr 
magnetons enters our least-squares adjustment in two 
ways: As an auxiliary constant in the form of the free 
electron g-factor, and as a stochastic input datum in 
the form of the electron magnetic moment anomaly, 
where it provides a determination of the fine-structure 
constant. We shall postpone the discussion of the 
theoretical interpretation to section II.C.19, treating 
the data here only as empirical values which are 
theory-independent. 

The free electron g-factor, ge = 2JLe/ JLB, where JLe is 
the magnetic moment of the electron and JLB = eft/2me 
is the Bohr magneton, follows directly from the recent 
experimental determination by Wesley and Rich [6.1] 
of the anomalous magnetic moment of the electron, ap: 

ge/2 = JLelfLB = 1 + ae = 1.0011596567(35) 
(0.0035 ppm). (6.1) 

This is actually the revised result due to Granger and 
Ford [6.2]. (The original Wesley-Rich result was ap = 
0.0011596577(35).) These workers reconsidered elec­
tron spin motion in a magnetic mirror trap of the sort 
used in the g - 2 experiments at the University of 
Michij2;an. Their new approach has also led to a maior 
correction to the lower accuracy Wilkinson-Crane 
[6.3] value for a(' obtained in the early 1960's and thus 
to the resolution of the discrepancy between this value 
anti Llial of Wesley and Rich. Significant validity to the 
Granger-Ford theoretical analysis is thereby added. It 
is also reassuring that the Wesley-Rich value of ap is 
in good agreement with the best present theoretical 
result. as given recently by Kinoshita and Cvitanovic 
[6.4] (to be discussed in sec. II.C.19). 

The free muon g-factor g~/2 = fL/.L(eli/2m~tl, where 
f.t~ and m/.L are respe<.:Liveiy the magut:Li<.: mument and 

rest mass of the muon, will later be required for 
calculating a value of the ratio m,)me• We adopt the 
value 

g/.L/2 = 1 + a~ = 1.00116616(31) (0.31 ppm), (6.2) 

which follows directly from the CERN muon storage 
ring determination of a~ [6.5]. This in turn is in"\ 
agreement with the present theoretical result (to be 
discussed in sec. lLe.l9). The 0.31 ppm uncertainty 
in g/.L is sufficiently small compared with the uncertain­
ties assigned the other quantities required to calculate 
mjmr:; that it may be taken as an auxiliary constant. 
Similarly, the free electron g-factor, eq (6.1), may also 
be taken as exactly known as far as. our adjustment is 
concerned. 

7. Magnetic Moment of the Proton in Units of the Bohr Mogneton, 

14/1-'8 

A value for JLP/fLB may best be derived from the 
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hydrogen maser measurement of gj(H)/gp(H), the ratio 
of the electron and proton g factors in the ground or 
IS state of hydrogen (obtained at the same magnetic 
field), by Winkler and co-workers [7.1]. Their result 
may be taken to be 

gj(H)/gp(H) = 658.2107063(66) (0.010 ppm). (7.1) 

This ratio must now be corrected to the ratio of the 
free electron and proton g factors in order to obtain 
#Le/JLp and subsequently #Lp/#L8' To do this we use the 
theory of Grotch and Hegstrom [7.2] which has been 
substantiated by the good agreement found between 
the theoretical and experimental values for the hydro­
gen-deuterium g factor ratio [7.3]. (The calculations 
of other workers also confirm the Grotch-Hegstrom 
corrections [7.1" 7.5].) Although such accuracy is not 

really required, we anticipate the results later to be 
obtained and evaluate the Grotch-Hegstrom theory 
using a-I = 137.036, mplme = 1836.15, and /J-p/#LN - 1 
= ap 1. 7928, and obtain 

(7.2a) 

gp(H)/gp = 1 - 17.733 X 10-6 • (7.2b) 

These correction factors may be in error by several 
parts in 109 because of the neglect of uncalculated 
terms of order (Za)4 i:::,,; 3 X 10-9 [7.2]. However~ to the 
accuracy presently needed, they may be considered· to 
be exact. Applying thcse corrections to eq (7.1) yield~ 

ge/gv = /J-e/J.Lp = 658.2106880(66) (0.01 ppm). (7.3) 

Finally, we obtain /J-p/J.LB by combining eq (7.3) with 
the Wesley-Rich result, eq (6.1), since #Lp/ J.LB = 
(#Lei /J-B)/(#Le/ #Lv): 

/J-p//J-B = 0.001521032209(16) (0.01l ppm). (7.4) 

For purposes of our least-squares. adjustment, both 
MelMv and /J-p/MB, eqs (7.3) and (7.4), may be taken 
as exactly known. 

8. Magnetic Moment ~f the Proton in H20 in Units of the Bohr 

Magneton, JLblJLB 

Since many measurements of interest utilize H20 
NMR probes as the hydrogen or proton containing 
sample, a value of J.L~/#LB (where the prime means for 
protons in a spherical sample of pure H20) is required 
to incorporate them in an adjustment. A value for this 
quantity may best be obtained from the Lambe-Dicke 
[8.1] microwave absorption measurement of the ratio 
gj(H)/gp(H20) in hydrogen: 

gAH)lgp (H 20) = 658.2159088(436) (0.066 ppm). 
(8.1) 
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Correcting gj(H) for bound state effects using eq (7.2a) 
yields 

gelgp(H20) = P-e/P-~ = 658.2275628(436) (0.066 ppm). 
(8.2) 

As in the previous section, p-~/MB may finally be 
obtained by combining eq (8.2) with the Wesley-Rich 
value of J1.e/P-B' eq (6.1). We find 

M~/MB = 0.001520993215(100) (0.066 ppm). (8.3) 

This result is well supported by the value obtained 
by Klein [8.2] using a rather different method. His 
result may be taken to be 

J.L~/J.LB = 0.00152099362(74) (0.49 ppm). (8.4) 

The diamagnetic shielding correction for protons in a 
spherical sample of pure H~O may be obtained by 
combining .the Winkler et al. and Lambe-Dicke re­
sults, eqs (7.3) and (8.2). The result is 

a(H20) = (25.637 ± 0.067)ppm. (8.5) 

As far as our least-squares adjustment is concerned, 
both JJ.,:JJJ.,s and o-(H I2O). eqs (8.3) and (8.5) may be 
assumed to be exactly known. 7 

9. Atomic Masses and MeiSS Ratios 

We use as required the relative atomic masses of 
the nuclides to be published shortly by Wapstra, Gove, 
and Bos [9.1]. (See table 9.1.) This new compilation 
will replace the previously recommended set published 
in 1971 [9.2]. That a revision is necessary in so short 
a time is due primarily to the very accurate measure­
ments of Smith [9.3] which only became available after 
the bulk of the work for the 1971 mass evaluation was 
completed. (A few revised nuclidic masses based on 
the Smith data were in fact given in an appendix to 
the Wapstra-Gove paper.) 

In addition to the relative atomic masses of various 
nuclides, we require values for certain mass ratios. To 
calculate these we first anticipate the result of our 
adjustment and adopt the value J.L~/#LN = 2.792774 in 
order to compute the ratio mplme = M,)Me• (Through­
out, capital letters will be used for relative atomic 
masses and lower case letters for absolute masses.) 
Noting that mp!me = (p-~/J.LN)/(M;JJ.LB)' and using eq (8.3), ' 
yields 

mplme = 1836.152, (9.1) 

, Thr"UIII ... UI 11." presenl work. we have neglected the effect of temperalure lin those 
,,.,,crillWllls utilizing H.O NMR (and similar) probes since the temperature dependence of 
Ih" .1;8111811" .. 1;" ~llielding correction. I1IH,O). is only == lO-MfC, (See ref. [8,3].) Most of 
tl ... ",('U"Urt'/I",,,ls .. f interest have been carried out at IIr near room temperature. and 

furlllf'rlllurt'. filII"' afe of insufficient accuracy to warrant correction. However. this 
"illJal;,," ",ay ""unge In the future with Ihe advem of pans In lif values of .he I'.OlOlI 

J,(yronulll:twlic" ratiu. 
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TABLE 9.1 Values of various relative atomic masses and abundance ratios used in 

this works 

Relative atomic mass b Relative Uncertainty 

Nuclide (m(AX)/mII) abundance 
c in mass 

(ppm) 
------

n 1. 008665012(37) 0.037 

IH 1.007825036(11) 0.9998508 0.011 
2H 2.014101795(21) 0.0001492(70) 0.010 
3H 3.016049302(33) O.Oll 
3He 3.016029307(33) 0.011 

'1-Ie 4.002603267(48) 0.012 
12C 12.000000000 0.988930 (by definition) 
13C 13.00335488(23) 0.011070(21) 0.018 
160 15.994914464(55) 0.997587 0.0034 

1'10 16.99913237(96) 0.000374(6) 0.056 
180 17.99915900(22) 0.002039(20) 0.012 
20 Ne 19.99243901(34) 0.017 

28Si 27.97692825(78) 0.922027 0.028 
29Si 28.97649639(93) 0.047030(191) 0.032 
30Si 29.9737717(11 ) 0.030943(184) 0.036 
40Ar 39.96238209(56) 0.014 
40Ca 39.96258992(87) 0.969668 0.022 

42Ca 41.9586214(20) 0.006400(100) 0.047 
43Ca ,12.9597702(20) 0001450(40) 0.046 

44Ca 43.9554851(20) O. 020599(400) 0.046 
46Ca 45. 9536865(45) 0.000033(1) 0.097 
48Ca 47.9525262(56) 0.001850(20) 0.12 

lO7Ag 106. 9050903( 69) 0.518297 0.065 
l09Ag 108.9047547(48) 0.481703(113) 0.044 
1271 126.9044766(48) 0.038 

a Ref. [9.1). h Neutral atom. C Ref. [9.5); and see text. 

a result which should be reliable to' at least 1 ppm. 
If the relative atomic mass of the neutral hydrogen 

atom is M1H • and if its binding energy is included 
(=-a2mec2/2), we can write 

Mp = M'M [I + (l-a'/2):: r' 
with an accuracy of 8 X 10- 12 • If the relative atomic 
mass of a nucleus is MAN and the corresponding 
relative atomic mass of the neutral atom is MAX we 
can also write 

For hydrogen (and deuterium) 'the binding energy is 
IEBk? I - 13.6 t:;V - 15 nu, aud for hdiuUl /EBlc 2

1 

79.0 e V = 85 nu [9.4]. Using the masses of Wapstra et 
aI., table 9.1, and noting that Me = Mp(melmp), and 
MelM .AN= melmAN we finally obtain 

Mp = 1.007276470(11) (0.011 ppm), (9.2a) 

1 + me1mp = 1.000544617, (9.2b) 

1 + melmd = 1.000272444, (9.2c) 

1 + me/rna = 1.000137093. (9.2d) 

The 0.011 ppm uncertainty in Mp is due to the 0.011 
ppm uncertainty assigned M'H by Wapstra et a1. 
Based on an assumed I ppm uncertainty for mplme, 
the uncertainty in the last three numbers is less than 
1 in the last di2it. i.e .• <1I1OS. In all four cases these 
quantities may be assumed to be exactly known as far 
as our adjustment is concerned. This is also true of 
the quantity 

1 + me/mJL = 1.00483634(3) .(0.03 ppm), (21.7) 

which will be derived in section II.C.21 and which is 
given here for completeness. 

We have also included in table 9.1 the relative 
isotopic abundances for those nuclides which must be 
used to calculate various atomic and molecular weights 
required in the present work. (These weights are given 
in table 9.2.) The abundances are taken from ref. [9.5] 
(the recommended or "A" values) but are normalized 
so that they sum to unity. The uncertainties, assigned 
the abundances are our own standard deviation esti­
mates ,and follow from the uncertainties assigned the 
abundance measurements and their range as given in 
ref. [9.5]. (Where applicable, we divide the range by 3 
in order to obtain a 68% confidence level estimate.) 
For Si., the uncertainties were calculated as in ref. 
[17.1). For Ag, the abundances and their uncertainties 
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TABLE 9.2. Values of various relative atomic ana molecular weights 

used in this work
a 

Relative atomic Uncertainty 

Substance Symbol or molec1:11ar (ppm) 

weight 

Hydrogen H 1.0079752(70) 7.0 

Carbon C 12.011107(21) 1.8 

Oxygen 0 15.999377(41) 2.5 

Silicon Si 28.08573(41) 15 

Calcium Ca 40.0769(16) 40 

Silver Ag 107.86833(23) 2.1 

Benzoic acid C7H60 2 122.12435(17) 1.4 

Oxalic acid C2H 2O .. ·2H2O 126.06633(25) 2.0 
dihydrate 

Calcite CaC03 100.0862(16) 16 

a Calculated from the data of table 9.1. 

were calculated from the ratio 107 Ag/ 10!! Ag = 
1.07597(49) as derived in ref. [0.1]. 

10. Rydberg Constant for Infinite Mass, R", 

In the adjustment of Taylor et aI., Rx was based 
equally on (a) the pre-WWII data of Houston (1927) 
[10.1], Cliu (1939) [10.2], and Drinkwater, Richardson, 
and Williams (1940) [10.3]; and (b) that of Csillag 
(1966) [l0.4, 10.5]. However, since the Taylor et al. 
review appeared, three new measurements have been 
completed. Thus, although for the present adjustment 
we have once again reviewed and revised the pre­
WWII data, we shall make no real use of the results. 
The reason is simply that no matter how the older data 
are handled, there are many questions and ambiguities 
which cannot be resolved, for example, intensity 
anomalies and Doppler broadening. Rather, we believe 
a much more reliable result may be obtained solely 
from the modern measurements. These are summa­
rized in table 10.1. (Here, Rx was calculated from 
the equation R x. = Rj(l + mp/mj) and the values of 
(1 + m(,/mj) given in eq (9.2).) The following comments 
apply to the results given in this table. 

(a) C sill ag. The value quoted is our own revision of 
Csillag's original result, RD = 109707.4167(28) cm- I 

(0.026 ppm), statistical uncertainty only [10.5]. The 
basis of the revision is the inclusion of the Doppler 
broadening of the Balmer pattern determined from an 
estimated effective gas temperature for the spectral 
source used by Csillag. The uncertainty quoted in the 
table includes a 0.027 ppm statistical component; a 
0.02 ppm systematic component arising from the 
uncertainty in the wavelength of Csillag's I!JHHg lamp 
which was compared against 86Kr by Rowley at NPL 
[10.9]; 0.02 ppm for the uncertainty in the index of 
refraction correction for nonstandard air; 0.02 ppm for 
phase shift error; 0.03 ppm for the effect of overlap­
ping lines; 0.01 ppm for possible stark shifts; and 0.01 
ppm to allow for uncertainty in the realization of the 
metre. 

(b) Masui. Masui's original value was 
109677.5937(35) cm- I (0.032 ppm), statistical uncer­
tainty only [10.6], and was based on the assumption of 
theoretical intensities for the Balmer components. The 
value given in the table is Masui's own recent 
r~~v,qlI1Htion of hj~ original data [l0.7]. In this revision, 

Masui assigned the Ha line 3P-2S transitions higher 
intensity by a factor of 1.46 ± 0.02 than the theoretical 
values, a choice based on a least-squares fitting of the 
experimentally observed pattern. Unfortunately, Masui 
has not published a complete account of his measure­
ments with a discussion of possible systematic errors. 
To allow for systematic errors one should probably 
multiply his quoted statistical uncertainty by at least a 
factor of two. We certainly cannot conclude that 
Masui's measurement is significantly more accurate 
than the other experiments of table 10.1. 

(c) Kessler, and Kibble et al. Both determinations 
utilized computer aided deconvolution procedures. The 
quoted uncertainties, which are those given by the 
authors, include both random and systematic compo­
nents. 

We shall adopt the simple average of the four 
measurements given in table 10.1, 

Roo = 109737.3177(83) cm- I (0.075 ppm), (IO.l) 

for use as an auxiliary constant in our adjustment. We 
choose not to take a weighted average because we 

TABLE 10.1. Summary of modern measurements of the Rydberg constant 

Publication date Result Implied value Uncertainty 

and author 
...!J 

(em ) of R .. (ppm) 
(cm- J) 

1968, Csillag 
a Ro= 109707.4169(60) 109737.3060(60) 0.055 

1971, Masui h R H = 109677.5865(45) 109737.3188(45) 0.04]1. 

1972, Kessler 
(' 

R He= 109722.2786(85) 109737. 3208(R5) 0.077 

1972, Kibble et al. d RD= 109707.4362(77) 109737.3253(77) 0.070 
~-'----"-'--'----"---

a Refs. [10.4, 10.5]. b Refs. [10.6, 10.7). The uncertainty quoted is statistical 
only; see text. C Ref. [10.8]. d Ref. [10.9]. 
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TABLE 11.1. Summary of the more precise data as discussed in sections 1 through 10 

Quantity Units Value Uncertainty Eq. No. 
(ppm) 

2elh GHzlVBI69 483594.000 definition (2.1) 
c mls 299792458(1.2)a 0.004 (3.6) 

°B169 fO 0.99999946(19) 0.19 (4.4) 
g(CB) 1O-5m/s2 980104.30(2) 0.02 (5.la) 

1O-5m/s2 g(BFS) 981181. 77(2) 0.02 (5.1b) 
. 1O-5m/s2 g(Kharkov), gp(Kharkov)-14.0 1.0 (5.1e) 

g,/2 = IJ) I1-B 1.0011596567(35) 0.0035 (6.1) 
gp./2 1.00116616(31) 0.31 (6.2) 

l1-ell1-,. 658.2106880(66) 0.010 (7.3) 
11-,/I1-B O. 001521032209( 16) 0.011 (7.4) 

11-;JI1-B 0.001520993215(100) 0.066 (8.3) 
<T(H2O) 10-6 

25.637(67) 0.067h (8.5) 
MJI 1.007276470(1) 0.011 (9.2a) 
1 + m/m ,J 1.000544617 <O.CX)} (9.2b) 
1 + mplmrl 1.000272444 <0.001 (9.2c) 
1 + me/ma 1.000137093 <0.001 (9.2d) 
1 + mimp. 1.004836323(11)(' 0.011 

-I R", m 10973731. 77(83) 0.075 (10.1) 

a This is the CCDM recommended value. The value used as an auxiliary constant throughout the preseJlt 
work is 299792456.2 m/s; see section II.A.3. 

D Uncertainty in 1 + (T (H20). 
(' This is the output value of our final least-squares adjustment. The value used as an auxiliary constant 

throughout the present work is 1.00483634; see section II.C.2!. 

believe that basically there is little difference in the 
reliability of the four values; each measurement has its 
own peculiar' set of difficulties and one is not to be 
preferred over another. The uncert'ainty given in eq 
(l0.1) is the statistical standard deviation of the four 
values rather than the statistical standard deviation of 
their mean in order to allow for unknown systematic 
effects in what are comparatively difficult experi­
ments. We also note for purposes of comparison only 
that (a) the weighted average of the four values is 
109737.3168(40) cm- I external consistency, O'f:;ll (b) the 
weighted average of the revised pre-WWII data is 
109737.3185(120) cm- I

, external consistency, O'E; and 
(c) deleting the rathcl intelually iIH.:ou::;i::;tent HUU::;tUll . 

measurements from the revised pre-WWII data gives 
109737.3091(60) cm-1

, internal consistency, 0'1, 

11. Summary of the More Precise Data 

Table 11.1 summarizes the more precise data so far 
discussed. The uncertainties are included for informa­
tion and comparison purposes only since in most 
instances, these quantities will be taken as auxiliary 
constants. The equation numbers used in the text for 
these quantities are indicated in the column headed 
"Eq. No.". 

• Recall that u,' the uncertainty determined by internal consistency, is the expected 
uncertainty in the mean as determined by the a priori uncertainties, u" assigned each 
individual measurement; and that U~; is the expected uncertainty as determined by how 
much each individu81 measurement deviates from the weight~ mean in comparison with its 
a priori uncertainty (Ti. The Birge ratio, RH, is defined as U,:lUI and is related to X' by Rn = 
[)('/II]I12, where II is the nwnber of degrees of freedOOl. The expectation value of X' is II, and 
thus of R~, unity. Rn>1 generally implies that either the Ui have been underestimated or 
that some or all of the data contain systematic errors. Wherever applicable, we shall quote 
t he larger uncertaint y. 

B. The Less Precise WQED Data 

Following Taylor et al., we divide the less precise 
data into two groups: that which does not require the 
use of quantum electrodynamic theory for its analysis, 
hereafter referred to as "without quantum electrody­
namic theory" or "WQED" data; and that which does 
require QED theory for its analysis. While the situa­
tion regarding the agreement between QED theory and 
experiment has now reached the point where QED 
data may be unequivocally considered for use in an 
adjustment (see, for example, refs. [l9.1~ 23.1]), we 
choose t~ con!inue Taylor et a1. '" practice of dividing 
the data III thIS manner for two reasons. First, it is a 
convenient way to categorize a rather large amount of 
information. Second, since many workers in the QED 
field prefer to use WQED constants when comparing 
QED theory and experiment, we felt obligated to 
provide a set of such constants. (It should perhaps be 
emphasized here that it was not essential to 1l~P. QF.n 
theory for treating the data so far discussed. In every 
instance, any QED correction was sufficiently small 
that it could be ignored without materially affecting 
the output values of our adjustment.) 

12. Ratio of BIPM As-Maintained Ampere to Absolute Ampere 

The data relevant to the determination of the BIPM 
as-maintained-ampere-to-absolute-ampere conversion 
factor, K = AB169 / A, are summarized in table 12.1. 
They have been taken in most part from ref. [0.1] but 
with the following changes and additions: 
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TABLE 12.1. Su m mary of absolute ampere determinations 

Publication date. Uncer-
laboratory, and Method AI.ABIA ABIPM/A K == ASIIi!l/A tainty Eq. No. 

author (ppm) 

1968, NBS Pellat 1.0000103 1.0000127 1.0000018(97) 9.7 (12.1) 
Driscoll and balance 
Olsen 

a 

1958. NBS Current 1.0000092 1.0000098 0.9999988(77) 7.7 (12.2) 
Uriscoll and balance 
Cutkoskyb 

1965, NPL Current 1.0000171 1.0000098 0.9999988 
Vigoureux<' balance 

1970, NPL Current 1.0000025 1.0000025 

Vigoureux and balance 
Dupul 

NPL data averaged in ratio 2:r~ 1.0000000(55) 5.5 (12.3) 

a Ref. (12.1]. II R~f. [12.2]. (" Bef. [12.:\J. d Ref. [12.4]. f;' See tf'Xt. 

(a) 1968 NBS Pellat balance determination. The 
original data [12.1] were reevaluated with improved 
precision yielding ANBS/A == 1.0000094. In this calcula­
tion, the acceleration due to gravity at the site of the 
balance was taken as 9.80083 m/s2. The new IGSN71 
value for g(CB), eq (5.1a), implies that g at the site of 
the balance is actually 9.8008484 m/s2; Thus, the 
above result must be increased by 0.94 ppm to 
1.0000103. To convert to BIPM units, we use the 
result ANBS - AB1PM = (2.39 :!::: 0.16) J-tA as obtained 
from the 1967 BIPM intercomparison (18 February 
central date), since the NBS Pellat measurements 
were carried out from J anuaryto April 1967. The final 

result in terms of AB11i9 is obtained using the 11 ppm 
and (0.026 ± 0.185) ppm volt corrections outlined in 
sections II.A.2 and 4.9 The other uncertainty compo· 
nents are as in ref. [0.1], but with no uncertainty 
assigned g since it is an auxiliary constant. 

(b) 1958 NBS current balance determination. The 
original result [12.2], ANBS/A = 1.0000083, has been 
revised to the value given in the table by including the 
0.94 ppm correction implied by the new IGSN71 value 
of g(CB) (see above). We convert to BIPM units by 
linearly interpolating between the 1955 and 1957 BIPM 
intercomparisons since the NBS measurements were 
carried out in May of 1956 (22 May 1956 mean date). 
The interpolation yields ANBS - ABlPM = (-0.55 ± 

0.16) JLA. The uncertainty· given in the table is the 
RSS of the various components listed in ref. [12.2] 
(converted from a probable error to a standard devia~ 
tion1U

), but g is now taken to be an auxiliary constant. 
(c) 1965 and 1970 NPL current balance determina-

" Although not to be specifically mentioned again, tbi~ last procedure will be followed in 
the remainder of this section and in the next two sections for the pre 1 January 1969 
experiments. Similiarly, the 0.185 and 0.16 ppm uncertainties will always be included even 
if they are not specifically mentioned. 

II> Throughout the present work prohable errors (p.E.), that is, 50% confidence level 
uncertainty estimates, have been converted to standard deviations by multiplying the P.E. 
by 1.48. 
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tions. The October-November 1962 and February-April 
1963 series of measurements give. respectively, ANP,./A 
= 1.0000135 :!::: 1.1 ppm and ANPI/A = 1.0000166 ± 0.8 
ppm [12.3]. (These uncertainties are the statistical 
standard deviations of the means of the series in 
contrast to the corresponding uncertainties given in 
ref. [0.1] which are the statistical standard deviations 
of the series themselves.) Taking into account the new 
IGSN71 value of g(BFS), eq (9.1b), requires a -0.73 
ppm correction to each; and including the effect of 
strain, etc, requires a 2.29 ppm correction [12.4]. The 
value in the table is the weighted mean of the two 
corrected values. We usc A NPL - A 13IPM ,..... (7.25 :!: 

0.16)J-tA to convert to BIPM units, a value obtained 
by linearly interpolating between the 1961 and 1964 
triennial intercomparisons. (The mean date of the two 
series of measurements was taken as 7 January 1963.) 

The result of the 1970 experiment (carried out 
December to April 1969-1970) is as given by Vigoureux 
[12.4] but has been corrected by -0.06 ppm due to the 
new IGSN71 value of g(BFS). Since this is a post 1 
January 1969 measurement, we convert to BI69 units 
using eqs (2.5c) and (2.6c), and eqs (4.5c) and (4.Sd). 
Taking the mean date of the experiment as 15 
February 1970, we find VNPL VBl1i9 = (0.32 ± 0.17) 
JLV, ONPL OBI69 (0.29 ± 0.04) J-t0, and thus ANPL 
- A DIII5 = (0.03 +: 0_17) /-lA. The difference between 

the 1962/63 and 1969/70 measurements is somewhat 
surprising in view of the precision of the experiment, 
but of course, no dimensional measurements were 
carried out for the 197U determination . .Kather, the 
dimensions obtained at the time of the earlier meas­
urements were used. A comparison of the calculated 
and measured differences of the forces exerted by the 
two coil systems of the balance did indicate that the 
coil dimensions eould not have changed significantly. 
(Minor improvements involving the beam suspension 
and seale pam;, and a test of the symmetry of the 
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balance beam, were also carried out.) In view of the 
fact that no new dimensional measurements were 
made during 1969-70, we choose not to discard the 
older result in favor of the new one. On the other 
hand, the new work should not be ignored entirely 
since it does represent a significant amount of effort. 
Thus, we combine the old and new results in the ratio 
2:1 to obtain the value given in table 12.1. The quoted 
uncertainty follows Vigoureux [12.3] with the exception 
that g is now taken to be an auxiliary constant and the 
following standard deviation uncertainties have been 
added to the uncertainty in the ampere ratio: 0.5 ppm 
for the strain correction [0.1]; 0.4 ppm for temperature 
[12.4]; and 0.5 ppm for statistical scatter. 

It should be noted that we have not included in 
table 12.1 the result from VNIIM [12.5] (All-Union 
Scientific Research Institute of Metrology, U.S.S.R.) 
because investigations are now underway there to 
clarify the current distribution correction [12.6]. Their 
present result b~sed on measurements carried out in, 
1966 is [12.5] 

AIMM/A = 1.0000166(60) (6.0 ppm), (12.5) 

which implies using the 1967 BIPM triennial intercom­
paris on result 

ASI69/A = 0.9999967(60) (6.0 ppm). (12.6) 

13. Faraday Constant. F 

The relevant values of the Faraday Constant are 
summarized in table 13.1. The following comments 
apply. 

(a) NBS silver-perchloric acid measurement. The 
value given in the table for the Craig et a1. [13.1] 
determination is taken from ref. rO.ll: the new 107Ag 

and 109 Ag nuclidic masses (tahle 9.1) and resulting 
atomic weight of Ag (t~ble 9.2) leave it unchanged. 
The nine runs on which the quoted result is based 
were carried out from January to July, 1958, with a 
mean date of 18 March 1958. Using this date· to 
interpolate lineady uelwe~1l the 1957 and 1961 BIPM 
triennial intercomparisons yields ANBS - AB1PM = 
(-0.46 ± 0.16) J.LA, which we use to convert to BIPM 
units. 

(b) NBS benzoic acid and oxalic acid measurements. 
Marinenko and Taylor [13.2] have coulometricly meas­
ured the electrochemical equivalents of benzoic acid 
(C 7H60 2) and oxalic acid dihydrate (C2H20 4 ' 2H20). For 
benzoic acid, they find E(C7H60 2) 1.2657155 x 10-6 

kg/ANBS·S. When this result is combined with the 
molecular weight for C7H60 ll given in table 9.2, the 
value of the Fa;raday given in t~ble 13.1 is obtained. 
The Marinenko and Taylor benzoic acid measure­
ments were carried out during February and March, 
1963, with a mean date of 4 .March 1963. We thus 
convert to BIPM units by linearly interpolating be­
tween the 1961 and 1964 BIPM intercomparisons using 
this date. The interpolation result is ANBS - AB1PM = 
(-1.82 ± 0.16) /LA. The uncertainty assigned the ben­
zoic acid Faraday is the RSS of the 1.4 ppm uncer­
tainty in the molecular weight of benzoic acid (table 
9.2), the 5.2 ppm statistical standard deviation of the 
mean of the 19 coulometric measurements, and the 
following systematic uncertainties which have been 
estimated from the paper of Marinenko and Taylor 
[13.2, 13.3]: 2 ppm for weighing and the standard 
masses used; 1 ppm each for the voltage reference, 
the resistance st;mdard, and the time standard; and 10 
ppm for the effect of impurities. 

For oxalic acid dihydrate, Marinenko and Taylor 
find E(C2H-Z04'2H20) = 0.6532925 x 10-6 kg/ANBS'S. 
Using the value of the molecular weight for CIlHIlO .. · 

TABLE 13.1. Summary of Faraday measurements 

Publication date, 
FLAil FBII'1t, Uncer· 

laboratory, and Material F IIk;9 

author (AI.AIl·s·mol- l ) (ABIP~"S 'mol- I ) (ABIfi9 • s 'mol- I ) 
tainty Eq. No. 
(ppm) 

1960, NBS Silver 96485.70(66) 96485.66(66) 96486.72(66) 6.8 (13.1) 
Craig et al.a 

1968, NBS Benzoic 96486.42(1.12) 96486.24{1.12) '96487.30(1.12) 12 
Marinenko and Acid 
. Taylorb 

Oxalic 96485.37(1. 57) 96485.19(1.57) 96486.25(1.57) 16 
Acid 

A verage of benzoic and oxalic acid values rt 96486.95(93) 9.6 (13.2) 

1971, NBS Iodine 9648S.44{l.48) 96485.36(1.48) lSe (13.3) 
Bowerc 

o Refs. [0.1, 13.1]. b Refs. (13.2, 13.3].' C Refs. [13.4, 13.5]. d See text. 
e Statistical uncertainty only. 
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2H20 given in table 9.2 yields the value of F given in 
table 13.1. (Note that this material is divalent.) The 
benzoic acid measurements were carried out during 
July, 1963, with a mean date of 22 July 1963. Using 
this date to interpolate between the 1961 and 1964 
intercomparisons yields ANBs - AB1PM = (-1.87 ± 
0.16) JLA, which we use to convert to BIPM units. The 
uncertainty assigned F is the RSS of the 2.0 ppm 
uncertainty in the molecular weight of oxalic acid 
dihydrate (table 9.2), the 5.4 ppm statistical standard 
deviation of the mean of the 11 coulometric measure­
ments, and the same systematic uncertainties as for 
the benzoic acid rrieasurements with the exception that 
the impurity uncertainty is estimated to be 15 ppm. 

Since the benzoic and oxalic acid measurements 
were carried out under very similar conditions and 
using similar method:5, we choo~e to combine them to 

obtain a single value for· possible use in our adjust­
ment. The final result is given in the table and has 
been obtained by first subtracting out from each value 
the common systematic uncertainties, taking a 
weighted mean~ and then adding back the systematic 
uncertainties. 

(c) NBS iodine mea:mremenl. Duwer'::; re::;ulL [13.4] 

is very preliminary and is included for completeness 

only; it is based on but four runs. (The value quoted 
differs from that given in -ref. [13.4] because of a new 
analysis of the data [13.5].) Because this is a post 1 
January 1969 measurement, we convert to BI69 units 
using eqs (2.Sb) and (2.6b), and eqs (4.Sa) and (4.Sb). 
The iodine runs were made from January to March, 
1971, with a mean date of 3 April 1971. This date 
yields VNBS - VBI69 = (-0.76 ± 0.04) p.V, ONBl; - OBI69 

= (0.06 ± 0.08) JLO, and thus ANBS - ABI69 = (-0.82 ± 
0.09) p.A. The uncertainty assigned the iodine Faraday 
is solely statistical since no attempt has yet been made 
to estimate the systematic uncertainties. We note that 
all four Faraday values in table 13.1 are'in surprisingly 
good agreement. 

14. Proton Gyromagnetic Ratio, y;, 

The proton gyromagnetic ratio is now of critical 
importance in any least-squares adjustment since a 
precise value of the fine-structure constant may be 
obtained from low field measurements of 'Y~, and 2elh 
from the ac Josephson effect [0.1]. Table 14.1 summa­
rizes the measurements of interest. (In several in­
:;tance:;, we have leaned heavily on the analy:5i~ of 

Taylor et a1. [0.1].) 

TABLE 14.1. Summary of y;, determinations 

Publication date. Uncer-
laboratorya. y~ y~ y;, tainty Eq. No. 
and author (ppm) 

Low Field 

lOH 8 
-I ·T-1L_\B lOH s -I - T-1BII'\1 10H s-I'T-IBI69 

1968. ETL 2.6751384(107) 2.6751449(107) 2.6751156(107) 4.0 (14.1) 
Hara et al." 

1972. NBS 2.6751344(54) 2.6751370(54) 2.0 (14.2) 
Olsen and Driscoll" 

1965. NPL 2.6751707(107) 2.651480(107) 2.6751187(l07) 4.0 (14.3) 
Vigoureux d 

1971. VNIIM See text. 2.6751100(161 ) 6.0 (14.4) 
Malyarevskaya, 
Studentsov, and 
ShifrinI:' 

High Field 

10'l ALAIl·s·kg- 1 10M As,PM ' s· kg-I 10M AB'tm·s·kg-' 

1966, KhGNIIM 2.675079(20)h 2.675101(20) 2.675130(20) 7.4 04.5) 
Yagola, Zin/ferman, 
and Sepetyi 

1971, NPL 2.675075(43) 2.675075(43) 16 04.6) 
Kibble and Hunt g 

a ETL = Electrotechnical Laboratory, Japan; KhGNIIM = Kharkov State Scientific Research Institute of 
Metrology, U.S.S.R. 

b Refs. [0.1, 14.2]. (' Ref. [14.3]. ,t Refs. [0.1. 14.4]. .. Refs. [14.5,14.6]. f Refs. [0.1, 14.7, 14.8]. 
g Refs. [14.9. 14.10]. h This result is in terms of Al\lM. the ampere as maintained at VNIIM. 
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It should be noted that the high field and low field 
measurements of y~ in practice determine two differ­
ent quantities because of the different manner in 
which the as-maintained ampere enters the experi­
ment. For the low field measurements the field is 
.~xpressed directly in terms of Ai· m- I, but for the high 
field measurements the field is in terms of Ni·Ai- 1

• 

m- I
, where Ai and Ni are the ampere and the newton 

as maintained in the local laboratory [14.1]. The local 
realization of the newton is inversely proportional to gj, 
the local acceleration of gravity. In our present 
adjustment, y~(low) is then independent of K, the 
ampere conversion factor, while 'Y~(high) is propor­
tional to K-2 (see the observational equations for these 
quantities in table 29.1). Since 'Y ,f = (J.L~//-tN)e/mp, it is . 
convenient .to use the suggestion of Huntoon and 
McNish [14.1J and express 'Y~ (high) in units of A· s . 
kg-I. We also note that high and low field measure­
ments in the same laboratory ·constitute a direct 
determination of the absolute ampere in which the 
proton resonance frequency serves only to transfer a 
low field measurement (in which the field is calculated 
from the magnetic coil geometry) to a high field 
measurement (in which the field is measured in terms 
of mechanical forces). 

We make the following specific comments with 
regard to the data of table 14.1. 

(a) ETL. Additional information provided to us by 
the experimenters [14.11] has clarified several of the 
questions concerning this work which were raised in 
ref. [0.1]. We now believe it may be considered for 
inclusion in an adjustment. The value in the table is 
the 1968 result as reported by Hara et al. and quoted 
in ref. [0.1]. The 4 ppm assigned uncertainty is that 
recommended by the experimenters [14.11] and is only 
slightly larger than the actual RSS of their estimated 
uncertainties as originally given [14.2, 14.12]. We also 
believe it to be realistic relative to the 2.0 ppm 
uncertainty assigned the NBS result (to be discussed 
next). The latter experiment is probably the most 
complete carried out to date. 

We have converted to BIPM units using the relation 
A~:TL - A B1PM = (-2.44 ± 0.16) /-tA which was ob­
tained by linearly interpolating between the 1967 and 
1970 triennial intercomparisons, taking into account 
the 1 January 1969 redefinitions in V ETL and V BIPM. 

(The ETL measurements were carried out during April 
1968 with a mean date of 7 April.) 

(b) NBS. The value given is the August, 1971 result 
reported by Olsen and Driscoll in ref. [14.3], and 
includes the 0.3 ppm "bending" correction indicated 
in the "Note Added in Proof" of that paper. It is 
believed to be by far the most reliable of all of the 
NBS determinations since the pitch of the precision 
solenoid used in the experiment was measured using a 
laser interferometer; and numerous corrections were 
carefully considered. (These pitch measurements have 
been· more or less confirmed by the preliminary work 
of Williams and Olsen [14.13] who are using a 

magnetic pickup probe to detect wire posItIOn rather 
than the contacting probe used by Olsen and Driscol1.) 
In view of the superior nature of the new NBS 
measurements, we shall neglect those carried out prior 
to it (see ref. [0.1] for a detailed summary). It should 
be noted however, that the mean of all the pre 1971 
measurements is only 1.6 ppm less than the 1971 
result, well within the 3.7 ppm uncertainty of the 
former. Furthermore, the difference may be attributed 
in part to the inclusion of additional corrections in the 
new work which were o!llitted in the older work. The 2 
ppm uncertainty assigned the new result by Olsen and 
Driscoll and which we have adopted would appear to 
be conservative since they obtained it by doubling 
their original one ppm estimate in order to allow for 
the somewhat limited nature of their measurements. 

Since this is a post 1 January 1969 determination, 
we convert to BI69 units using eqs (2.5b), (2.6b), 
(4.Sa), and (4.Sb). Taking 19 August 1971 as the mean 
date of the experiment, we find V NBS - V BH;1l = (-0.88 
± 0.03) JJ. V, fl NBS - fl B1!l9 = (0.07 ± 0.08) /-tn, and 
thus ANBS - AB1!l9 = (- 0.96 ± 0.09) J.LA. 

(c) NPL (low field). The value given is taken from 
ref. [0.1]. We convert to BIPM units using ANPL -

AB1PM = (8.S ± 0.16) J.LA as obtained from the 1961 
BIPM intercomparison (6 January c'entral date), since 
the NPL 'Y~ measurements were carried out during 
January and February of 1961. The assigned uncer­
tainty is our own estimate and has been taken to be 
equal to that assigned the ETL result since the effort 
put into each was comparable. This uncertainty as­
signment is also more in keeping with the 2.6 ppm 
uncertainty [0.1] implied by Vigoureux's [14.4] own 
original estimates (interpreted as limits of error) than 
the S.8 ppm assigned in ref. [0.1]. It is also realistic 
relative to the uncertainty assigned the NBS result. 

(d) VNIIM. The low field Y:J measurements carried 
out over the period 1958 to 1968 at the Mendeleev 
All-Union Scientific Research Institute of Metrology, 
U.S.S.R., by Studentsov, Yanovskii, and others [14.S, 
14.6, 14.14, 14.1S] were discussed in some detail in 
ref. [0.1]. However, the VNIIM result was not in­
cluded in the 1969 adjustment of Taylor et al. because 
they did. not believe they had sufficient information to 
properly assess the uncertainty to be assigned the 
VNIIM work. We have now obtained additional data 
[14.S, 14.16] concerning these experiments and have 
derived a value of y~ for pO~!5iLle indu~jull in tlu~ 

present adjustment. 

The data we consider are summarized in table 14.2. 
The first column gives the number of the Helmholtz 
coil used in a particular measurement, the second 
column gives the year the measurement was carried 
out, II· and the third column gives the result. (All of 
these data are taken from ref. [14.5].) We convert to 
BIPM units by linear interpolation between BIPM 

" It should be horne in mind. however. Ihal the dimensions of the helmholtz rings were 
remeasured with improved technique.- belwepn 1966 and 1968. and the revised values were 

used to correcl the earlier y;. results [0.1. 14.5}. 
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TABLE 14.2. Summary of VNIIM low field ')I~ measurementsll 

')I~ ')I~ ')I~ Mean 
Standard 

Coil No. Year 
(l08 s -I. TI~\1) (lOll s -1'TBI~\1) (l08s -1. TBI~9) o Oils -1'TBI~9} 

deviation 
(ppm) 

1. 1960 2.675167 2.6751467 2.6751174 2.6751174 

5 1960 2.675131 2.6751107 2.6750814 
1961 156 i354 1061 
1962 168 1464 1170 2.6751015(105) 3.9 

6 1960 2.675148 2.6751277 2.6750984 
1963 175 1523 1230 2.6751107(123) 4.6 

7 1960 2.675160 2.6751397 2.6751104 
1961 177 1564 1271 
1962 135 1134 0840 
1966 153 1293 1000 
1967 164 1408 1114 2.6751066(71) 2.7 

8 1962 2.675125 2.6751034 2.6750740 
1967 150 1268 0974 2.6750857(11 7) 4.4 

9 1960 2.675147 2.6751267 2.6750974 
1961 161 1404 Illl 
1962 183 1614 1320 
1966 182 1583 1290 
1967 136 1128 0834 2.6751106(92) 3.5 

10 1961 2.675136 2.6751154 2.6750861 
1962 128 1064 0770 
1966 149 1253 0960 
1967 169 1458 1164 2.6750939(85) 3.2 

11 1962 2.675]5:1 ?67!;Hl4. 2.6751020 
1966 147 1233 0940 
1967 191 1678 1384 2.6751115(l37~ 5.1 

12 1968 2.675156 2.6751343 2.6751050 2.6751050 

13 1962 2.675179 2.6751574 2.6751280 
1966 173 1493 1200 
1967 188 1648 1354 2.6751278(45) 1.7 

14 1962 2.675197 2.6751754 2.6751460 
1966 181 1573 1280 
1967 239 2158 1864 
1968 183 1M3 1321..1 2.()(~14tllU33Ih ~.U 

15 1962 2.675179 2.6751574 2.6751280 
1963 141 1183 0890 
1965 163 1395 1101 
1966 166 1423 1130 
1967 179 1558 1264 2.6751133(70) 2.6 

a R~f. [14.5]. h Dp]pting thE' 1967 value gives; 2.6751353(55) (2.0 ppm): see text. 

triennial comparisons taking 1 July of the year in 
question as the mean date of each measurement. The 
relevant ampere differences are: 

1960: AIMM - A BIPM 7.6 p.,A, 

1961: AIMM - A BIPM 7.7 p.,A, 

1962: AIMM - A BIPM = 8.1 p.,A, 

1963: AIMM - A BIPM = 8.5 p.,A, 

J. Phys. Chem. Ref. Data, Vol. 2, No.4, 1973 

1965: A'MM - AHII'M = 8.8 p.A, 

1966: AIMM - A IlII ' M = 8.9 p.,A, 

1967: AIMM - AUII'M 8.7 p.A, 

1968: A'MM - AHII 'M = 8.1 p.A. 

(It should be emplwsi:wd. rhat converting to RTPM 
units does not introdlJcp.. any additional scatter into the 
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data, but rather decreases it somewhat.) The last two 
<:olumns of table 14.2 give the mean and standard 
deviation of the mean (statistical only) of the measure­
ments made with each coil. 

The mean within-coil variance, uw2, may be calcu­
lated from [14.11]: 

uw' =[ ~ ~ (~ij - x;)2 ] /~ (nj I), (14.7a) 

which gives 

Uw = 0.0000188 X 108 s-I·T;)!!! (7.0 ppm). 
(l4.7b) 

Here, nj is the number of measurements carried out 
with the jth coil, Xii is the ith measurement carried out 

with the jth coil, Xj is the mean value obtained with 
each coil.: 

(14.7c) 

15 

N = 38 = :L nj is the total number of measure­
j=4 

15 

ment~, 'mrl,~ 1 = J 
j=4 

12 = the number of coils. 

The between-coil variance, 0-8 2 , is given by [l4.11] 

o-B2 = __ N_
1S
-_' (i n#; - x)' - (j - I)';,..' ); 

N2 -:L n/ )=4 

j=4 

(14.8a) 

&8 = 0.0000125 X lOll s "T Bi~!! (4.7 ppm), 
(l4.8b) 

where, x = (~ n;x;) / N, that is, x is the mean of 

all of the measurements. An F test of the statistical 
significance of this value of UB 2 may be obtained from 
the ratio [14.17] 

F 11/26 = (14.9a) 

= 2.37. (14.9b) 

This F value for 11 and 26 degrees of freedom is 
statistically significant at the 95 percent confidence 
level [14.18]. However, we note that the 1967 measure­
ment on coil 14 contributes disproportio,nately to both 
o-w2, and UB 2 and is clearly discrepant. (It differs from 
the mean of all 38 measurements by 3.33 times' the 
standard deviation of these measurements.) Deleting 

this result, which changes Nand n l 4 to 37 and 3, 
respectively, yields 

Uw = 0.0000170 X 108 s-I·Ti3f6!! (6.4 ppm), 
(14. lOa) 

UB = 0.0000083 X 108 s-I'TBI~9 (3.1 ppm), 
(14.10b) 

F 11125 = 1. 72. (l4.10c) 

Since this value of F is no longer statistically signifi­
cant (the critical or 95 percent confidence level F 
value for 11 and 25 degrees of freedom is 2.20 [l4.18D, 
we may conclude that there is no significant between­
coil component of variance. Thus, the average of the 
37 ::st:J,HiHtlt: 1Ut:C1::SUlt:Jllt:ul::; is tu bt: JHt:fened QVel- the 

unweighted mean of the 12 mean values obtained with 
each coil. The result is 

y~ 2.6751100(31) X lOll S-1 'TBI~9 (1.2 ppm). 
(14.11) 

(F or comparison purposes, we note that the mean of 
the 12 values is 2.6751099(39) (1.5 ppm); for all 38 
measurements, the respective numbers are 
2.6751120(36) (1.4 ppm) and 2.6751110(46) (1.7 ppm).) 

We lHke t:lJ (14.11) HIS lht: filial rt:::;ulL uf LIlt: VNIIM 
low field work but with an uncertainty of 6.0 ppm 
which is based on the above 1.2 ppm statistical 
uncertainty; a 3 ppm systematic uncertainty as as­
signed by Malyarevskaya et al. [14.5] due to a variety 
of sources (the pitch and diametral measurements, 
phase distortions of the amplification system used to 
detect the proton precession signal, uncertainties in 
the electrical standards used and in various tempera­
ture corrections); and an additional 5 ppm due to other 
sources which were originally considered as random 
[14.5, 14.16] and therefore averaged out, but which we 
believe must be considered at least partly systematic. 
That is, we are reluctant to assume that the systematic 
errurlS in this experiment have been cumpletely ran­
domized by the multi-coil and multi-year procedure. 
These additional systematics include such things as 
pitch and diameter variations, influence of the conduc­
tors carrying current to the coils, proton sample 
alignment, phase distortions of the proton precession 
signal, as well as a possible time dependence of the y~ 
measurements. (A least-squares fitted straight line to 

the data of table 14.2 plotted as a function of time (37 
points) shows 'Y~ to be increasing at a rate of (5.8 ± 
4.2) ppm per decade.) 

We note that with the exception of the NBS result, 
all of the low field y~ values are in good agreement; a 
detailed analysis will be given in part III. 

(e) KhGNIIM. The 'Kharkov result is taken directly 
from Taylor et a1. [0.1] but a + 0.2 ppm correction has 
been applied in order to account for the new IGSN71 
value of the acceleration due to gravity at Kharkov. eq 
(S.lc). We convert to BIPM units using AIMM - AB1PM 
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= (8.1 ± 0.16) J.tA, which follows' from, the 1961 and 
1964 BIPM triennial intercomparison results and the 
assumptions made in ref. [0.1] regarding the time 
period of the measurements. 

(f) NPL (high field). Using a variable width Cotton 
balance coil, IGbhle and Hunt completed a preliminary 
y~ high field measurement in 1970 using a prototype 
apparatus. (The work is continuing with a significantly 
improved apparatus [14.19]). The result given in the 
table is as quoted by Kibble and Hunt except that a 
+0.07 ppm correction has been applied due to the new 
IGSN71 value of g(BFS), eq (5.1b). [These workers 
used 9.8118132 m/s 2 as the value of g at the site of 
their balance, based on the mean of the Cook [5.2] 
and Faller and Hammond [0.1] absolute measurements 
of g(BFS).] The final uncertainty assigned by Kibble 
and Hunt is the RSS of an II. 7 ppm random 
component and an 11.6 ppm estimated systematic 
component. 

Since this is a post 1 January 1969 experiment, we 
convert to ABltl!l using eqs (2.5c), (2.6c), (4.5c), and 
(4.5d). The measurements were carried out from April 
to July 1970 with a, mean date of 16 June. This yields 
V NPI. - V BIn!l = (0.28 ± 0.14) J.t V, ilNP!. - ilBIIi!l = (0.30 
± 0.04) J.til, and thus AN!'!. - ABltm = (-0.01 ± 0.15) 
J.tA. We note that the two high field determinations 
differ by less than 1.2 combined standard deviations 
(RSS). Although their uncertainties are large compared 
with those assigned the low field values, they are of 
importance because the values of the ampere conver­
sion factor, K == ABlmJA, which follow from the rela­
tion [0.1] 

(14.12) 

have uncertainties comparable with those assjgned the 
direct values of K obtained from the Pellat and current 
balance experiments, table 12.1. (We defer a discus­
sion of the overall agreement between the various 
values of -y;)(low), -y;,(high), and K to part III.) 

1 S. Magnetic Moment of the Proton in units of the Nuclear Magne­

ton, /L;'; /Ls 

Deciding how to handle the apparent inconsistencies 
among the available J.t~/J.t.\r measurements was the 
major problem facing Taylor et al. in their 1969 
adjustment. However, this difficulty has now been 
removed with the advent of the reanalysis (using the 
original data notebooks) of the Sommer, Thomas, and 
Hipple J.t~/J.tv measurement by Fystrom, PetIey 'and 
Taylor; and the recent high precision sub-ppm meas­
urements of f.L~/J.tx by Mamyrin, Aruyev, and Alek­
seenko using their unique resonance mass spectrome­
ter, and by PetIey and Morris using an omegatron. For 
both groups, the sub-ppm results represent the culmi-
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nation of research programs extending over a number 
of years. Table 15.1 summarizes the various J.t;)J.t,v 
determinations and gives their associated references. 
The following comments. apply. 

(a) Sommer et al. The reanalysis of the Sommer et 
,al. [15.1] experiment by Fystrom et al. [15.2] led to a 
+ 9.2 ppm correction to Sommer et al. 's originally 
reported result and to the conclusion that their as­
signed uncertainty should be interpreted as corre­
sponding to one standard deviation rather than '·sev­
eral times the probable error" as Sommer et al. stated 
in their original publication [15.1]. 

(b) Mamyrin et al. Mamyrin and coworkers consider­
ably improved their magnetic resonance ~pectrometer, 
primarily by introducing a compound ion source that 
produces two ion species at the same time. This 
permits them to correct for the effect of stray electric 
fields to very high accuracy. The value of J.t;IIjJ-.\' given 
by Mamyrin et al. [I5.9], 2.7927744(12) (0.43 ppm), 
was obtained using the 1965 atomic mass values 
[15.161. The result given in table 15.1 is our own 
revision of their result taking into account the new 
atomic masses of Wapstra, Gove, and Bos, table 9.1. 

(c) PetIey and Morris. These workers have made 
significant advances in the design of their omegatron 
and in improving their entire experiment. These in­
clude working in a higher and more uniform magnetic 
field~ and varying the appJied r.f. at fixed magnetic 
field. The latter has reduced the statistical standard 
deviation of a single measurement by a factor of ten 
compared with scanning the magnetic field as in their 
earlier work. The result quoted in table 15.1 is based 
on the atomic masses given in table 9.1. 

The good agreement between the J.t;IIjJ-.v measure­
ments summarized in table 15.1, especially between 
the two high precision determinations, eqs (15.7) and 
(15.8), and the three medium precision determinations, 
eqs (15.4-15.6), gives added assurance of the absence 
of systematic errors since widely differing measure­
ment techniques were used. However, in spite of this 
overall good agreement, we choose to include in our 
adjustment only the high precision values of Mamyrin 
et al. and PetIey and Morris. eqs (15.7) and (15.8). 
This decision follows from the fact that in general~ it is 
not good practice to include in an adjustment values of 
the same quantity which have uncertainties which 
differ by more than about a factor of three; see ref. ' 
[0.1] for a discussion of this point. 

16. Ratio, kxu to cmgstrom, A 

In the present work, we shall follow Taylor et al. 
[0.11 and expre~~ t\)f': re~:,ults of various x-ray experi­
ments on the x-unit scale defined by taking the peak 
intensity of the CuKcx 1 line to be 

~(CuKal) == 1.5374000 kxu. (16.1) 
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TABLE 15.1. Summary of measurements of 1-',;11-'1\' 

Uncer-
Publication date and author Method Value tainty Eq. No. 

(ppm) 

1951, Sommer, Thomas, and Hipple8 Omegatron 2.792711(60) 21 (15.1) 
(Revised 1971, Fystrom, Pedey, and Taylor~ 

1963, Sanders and Turberfieldc Inverse cyclotron 2.792701(73) 26 (15.2) 

1961, Boyne and Franken d Cyclotron 2.792832(55) 20 (15.3) 

1970, Fystrom t' Omegatron 2.792783(16) 5.7 (15.4) 

1972, Luxon and Rich f Trapped ion 2.792786(17) 6.0 (15.5) 

1972, Staub~ Velocity gauge 2.792777(20) 7.2 (15.6) 

19iZ, M<illlyrin. Aruyev, <inti 

Alekseenkoh 
M~~~ ~pcctrometel- 2. 7927738( 12) 0.43 (15.7) 

1972, Petley and Morris i Omegatron 2.7927748(23) 0.82 (15.8) 

a Ref. [15.n b Ref. [15.2]. c Refs. {0.1, 15.3]. d Refs. [0.1, 15.4J. e Refs. [15.5, 15.6]. 'Ref. [15.7] . 
. II H. Staub, private communication, and to be published. This is the most recent result of the Zurich group. See ref. 

[15.8] for their earlier work. 
h Ref. .llS.9] and text. This is the most recent result of Mamyrin's jl;roup; see refs. fl5.10-15.12] fo~ their earlier work. 
i B. W. Petley, private communication, and ref. [15.13]. This is Pet ley and Morris' most recent result; see refs. [15.14, 

15.15] for their earlier work. 

TABLE 16.1. Summary of values of A 

Uncer- Eq. 
Publication date MethodU Value I> tainty No. 

and author (ppm) 

1931, Beardenc (Revised PRG 1.002027(33) 33 (16.3) 
1964, I. Henins and 
Bearden") 

1940, Tyren" CRG 1.002027(33) 33 (16.4) 
!Revised 1965. Edlen 
and Svensson f

; reanalysed 
1969, Noreland et al. Il) 

1971, A. Henins h PRG 1.0020655(98) 9.8 (16.5) 

1972, Deslattes and XROI 1. 0020841(24) 2.4 (16.6) 
Sauder i 

1964, Spijkerman SWL 1.002041(33) 33 (16.7) 
and Beardeni 

a PRG = plane ruled grating. CRG = concave ruled grating. 
XROI = x-ray-optical interferometer. SWL = short wavelength 
limit. 

b x-unit scale defined by A(CuKal) == 1.537400 kxu. 
c Ref. [16.3]. d Ref. [16.4]. e Ref. [16.5]. f Refs. [16.6, 16.7]. 
g Ref. [16.8]. It Ref. [16.9]. i Ref. [16.10]. i Ref. [16.11]. 
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On this same scale, Bearden and coworkers find the 
following secondary standards (16.1, 16.2]: 

A(WKa l ) = 0.2085810(4) kxu (1.8 ppm), 
(16.2a) 

A(AgKa l) == 0.5582594(9) kxu (1.6 ppm), 
(16.2b) 

A(MoKa l ) = 0.7078448(10) kxu (1.4 ppm), 
(16.2c) 

A(CrKa l ) = 2.2888988(38) kxu (1.6 ppm). 
(16.2d) 

The quoted uncertamtIes are standard deviations. 12 
These wavelengths are not statistically independent; 
one may use a correlation coefficient of 0.4 between 
any pair. 

The kx-unit is slightly larger than 10- 10 m. The 
ratio, A, relating the kx-unit to the metre is defined by 
the relation 

A == A(10-IOm)/A(kxu). (16.2) 

That is, A is defined as the ratio of a wavelength 
expressed in 10- 10 m to the same wavelen~th ex­
pressed in kilo-x-units, kxu. (Recall 1 angstrom == 1A 
= 10-10 m.) Table 16.1 summarizes the relevant meas­
urements of A. 

(a) Bearden. Bearden '8 data [16.3] have been re­
viewed by DuMond fl6.121 and by I. Henins and 
Bearden [16.4], and although some forty years old, the 
results still appear valid when corrected to the wave­
length scale characterized by eqs (16.1) and (16.2). The 
value given in the table is the simple mean uf Lhe:: 

CuKf3I .. " CuKa l.2, CrKf3I.:l and CuKal.2 results given 
in ref. [16.4] (table VI). The uncertainty quoted is 
simply 1i3 the 100 ppm limiting error originally 
assigned the measurements [16.4]. While the standard 
deviation of the mean of the four values is only 21 
ppm, we use the 33 ppm figure in order to account for 
possible systematic errors in a rather difficulL e::xpe::ri­

ment. 
(b) Tyrim. Tyren's [16.5] 5-m concave grating spec­

trograph measurements of the AlKa lines 'as corrected 
and revised by Edlen and Svensson [16.6, 16.7] were 
discussed by Taylor et a1. [0.1]. Since the several 
criticisms of this work given there are still valid 
(arising mainly from the effects of AI20:l on the shape 
and position of the AlKa lines), we shall not consider 
it for possible inclusion in our adjustment. However, 
for ('ompletpne~~ and purposes of comparison we give 
in the table the value of A implied by the Tyren-Edlen-

12 All of the uncertainties in the experiments carried out at the Johns Hopkins x-ray 
lu!JvliUUJ y (UU.JCI Pluf. J. A. DCd-nicu) ",,'C'I'C Vlit;inall, r'CIJo.-lc.d in the form 'Of probable 

errors (P.E.). 
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Svensson data as reanalysed recently by Noreland et 
al. [16.8]. Their treatment would appear to be as 
judicious and complete as anyone might expect, and 
includes their own recent measurements of the AlKal.2 
lines. Fortuitously, the result is identical to that of 
Bearden. (Note that we have converted Noreland et 
al.'s original A value to our adopted CuKa l x-unit 
scale and their original assigned probable error to a 
standard deviation.) 

(c) A. Henins. Henins [16.9] at Johns Hopkins 
determined the ratio 

A(AlKa l •2)/A(CuKa1) = 5.413782(22) (4.2 ppm), 
(16.8) 

using a plane quartz crystal spectrometer. With the 
same x-ray tube and collimator but with the crystal 
replaced by a plane ruled grating, he also measured 
the absolute wavelength of AlKat.2 with the result 

A(AlKa l.2) = 8.34034{7) x 10- 10 m (8.9 ppm). 
(16.9) 

These data imply, using the relationship 

A= 

the value 

A(AlKa l •2) 

[A(AlKal.2)/A(CuKa l )] ·1.5374000 kxu ' 
(16.10) 

A = 1.0020655(98) (9.8 ppm). (16.4) 

Note that using the data in this way eliminates any 
~y~tt::matic. effect~ arh~ing from :shiftl3 and dil3tortions in 

the AlKa l.2 lines. In essence, this line is being used as 
a transfer standard and need only remain constant 
during the course of the experiments. 

(d) Deslattes and Sauder. These workers [16.10] 
have recently reported the prellminary results of their 
measurement (in metres) of the repeat distance of the 
220 plane5 of a :single crY8tal of modificd-flout-zone 

produced silicon using a combined x-ray-optical inter­
ferometer. They find d220 = 1.920170(4) X 10- 10 m (2 
ppm). When a sample of Si taken adjacent to this 
crystal (which may now be viewed as a calibrated 
lattice-spacing standard) is used to measure diffraction 
angles in various orders of (111) for MoKa l radiation, 
they find A(MoKal) = 0.709320 X 10- 10 m (2 ppm). 

When combined with the value of A(MoKa1) given in 
eq (l6.2c), the result is A = 1.0020841(24) (2.4 ppm). 
However although it is assigned the lowest uncer­
tainty of ~he five values given, we shall not consider it 
for inclusion in our adjustment because of the highly 
preliminary nature of the work; several possible 
l!tource~ of 8Y8tcmutic error have yet to be investigated 

[16.13]. 
(e) Spijkerrnan and Bearden. A value of A may bf 

obtained from Spijkc~rl1lan and Bearden's [16.11] meas 
urement of th .. i-ihort wavelength limit of the contin' 
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ous x-ray spectrum generated by a specially con­
structed x-ray tube. Using a Hg vapor jet as the target 
in order to eliminate band structure effects associated 
with solid targets, they obtained [0.1, 16.11]: 

hcleA = 12373.15 ± 0.41 VNBs·kxu (33 ppm), 
(16. II) 

as measured on our CuKal scale. To convert to BI69 
units, we (1) use the relation V NBS = V B1PM - (1.99 :::t 

0.14) J.t V as obtained by lin earl y interpolating between 
the 1961 and 1964 BIPM triennial intercomparisons 
(the standard cells used in the experiment were 
calibrated at NBS during December, 1961); and (2) 
follow the procedures outlined in sections II. A.2 and 
4. The net correction to eq (l6.11) is (8.98 ± 0.23) ppm 
and the result is 

hcleA = 12373.26 ± 0.41 V B169' kxu (33 ppm). 
(16.12) 

Using our adopted value for 2elh and c, table Il.l, 
yields hcle = 12398.518 x 10- 10 V B169' m, and thus, 
from eq (16.12), one obtains 

A = 1.002041(33) (33 ppm). (16.7) 

17. Avogadro Constant from X-Rays, NAN 

At present, the limiting factor in the determination 
of the quantity N AA 3 froll1 x-ray cry:stal ut::msity lIlt::a:;­

urements is the effective molecular weight (or chemi­
cal and isotopic composition) of the crystal used. 
Because the detailed impurity composition (including 
whether the impurity was int~rstitial or substitutional) 
was not carefully evaluated in earlier experiments (pre 
1960), we follow ref. [O.l] and consider for possible 
inclusion in our adjustment only two determinations; 

That of I. Henins and Bearden [16.4] using silicon; 
and that of Bearden [17.1] using calcite (CaCOa). The 
silicon work gives [0.1, 16.4] 

N AA3 = 6.059768(95) X 1023 mol- 1 (16 ppm), 
(17.1) 

TABLE 17.1. Summary of measurements of N",A3 

Publicdtion ddtc Value 
a 

and author Substance (1023 mol-I) 

1964, I. Henins 
and Beardenh 

Si 6.059768(95) 

1965, Bearden c Calcite 6.05961(17) 

1971, Deslattes Si 6.059906(94) 

and Sauder rI 

a x-unit scale defined by A(CuKal) == 1.537400 kxu. 
h Ref. [0.1, 16.4]. c Ref. [17.1].d Ref. [16.10]. 

Unoer-

tainty 
(ppm) 

16 

28 

16 

Eq. 
No. 

17.1) 

(17.2) 

(17.4) 

based on an atomic weight for Si of 28.0857(4) (15 
ppm) [16.4]. Henins and Bearden calculated this 
weight using the same abundance ratios as given in 
table 9.1, but with the nuclidic mass values of Everling 
et al. [17.2]. However, using the nuclidiemasses given 
In table 9.1 yields essentially the same value (see table 
9.2) and thus leaves eq (17.1) unchanged. 

The original result of the calcite work was given as 
[17.1, 0.1] N AA 3 = 6.05972(23) X 1023 mol-I (37 ppm) 
based on a molecular weight for calcite of 100.088(3) 
(30 ppm). The data of table 9.1 give 100.0862(16) (16 
ppm) (see table 9.2). Following Bearden [17.1], this 
yields 

N AA 3 = 6.05961(17) X 1023 mol-I (28 ppm). 
(17.2) 

The silicon and calcite measurements are clearly in 
good agreement, a satisfying situation in view of the 
difficult impurity problems associated with the latter 
[17.1]. 

For completeness, we mention that a value of N AA 3 

may abo be derived from the data pre:!ientcd by 

Deslattes and Sauder and discussed in the previous 
section. They report "[16.10] that the density of two 
samples taken adjacent to and on opposite sides of 
their silicon x-ray crystal interferometer had measured 
densities of 2.328991 and 2.328995 g/cm3. If we take 
the density of the silicon used in the lattice spacing 
measurements as being equal to the mean with a ± 2 

ppm uncertainty, and combine it with the 220 repeat 
distance result (previous section) and the atomic 
weight of Si given in table 9.2, we find 

N A = 6.022176(97) X 1023 mol-I (16 ppm). 
(17.3) 

Combining this result with eq 06.6) yields l3 

N AA3 = 6.059906(94) X 1023 mol-I (16 ppm). 
(17.4) 

We shall not consider either of these results for 
possible inclusion in our adjustment for the same 
reasons that the Deslattes-Sauder A result was not 
considered for possible inclusion (see sec.II.B.16). 
Furthermore, as these authors point out, using the 

. geochemical atomic weight as given in table 9.2 is a 
questionable assumption in view of the isotopic frac­
tionation which may occur during the float-zone purifi­
cation of the silicon crystal used in the interferometer 
experiment. 

The three values of N AA 3 discussed in this section 
are summarized in table 17.1. 

'" The uncertainty assigned N A arises from the following components: density. 2 ppm: Si 
atomic weight, 15 ppm; d",,", 6 ppm. For N AA3 the components are density, 2 ppm; Si 
atomic weight, 15 ppm; (d".'.)kx., 4.1 ppm, arising from the uncertainty in A(MoKa,} in 
terms of A(CuKa,) [see eq .(l6.2clJ. Note that the Deslattes·Sauder values of A, N", and 
N AA" are all interdependent. 
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18. Electron Compton Wavelength, A,· = hlm,.c 

The three precision measurements presently 
available of the annihilation radiation of electron­
positron pairs, or equivalently, the electron Compton 
wavelength, Ae = hlmpc, are summarized in table 18.1. 
The Knowles H 2 U result is taken directly from the 
data given by Taylor et a1. [0.1]; Knowles' Ta result 
follows from the data given by Taylor et a1. [0.1]'4 and 
the -1.4 ppm correction suggested by Van Assche et 
a1. [18.3] due to the difference between A(WKa,) 
generated using naturally occurring Wand A(WKa,) 
produced· in the decay of lH2Ta to JIl2W. (The 
magnitude of this isotope shift or correction follows 
from the work of Chesler and Boehm [18.4].) 

Knowles' H20 result is included in the table for 
purposes of comparison only. It will not bc considered 

for use as an input datum in our adjustment since 
Knowles [18.5] has emphasized that it was at best a 
preliminary experiment: The lattice spacing was never 
measured for the two calcite crystals used, that is, 
Bearden's measurement of a few mm3 of one crystal 
with a total diffraction volume of 62.5 cm3 cannot be 
assumed representative of the average crystal. 

Van Assche et al. 's result [18.3] was obtained in a 
manner quite similar to that used by Knowles in his 
own Ta work, namely. by comparing the annihilation 
radiation to the WKa , line generated in the decay of 
'H2Ta to IH2W using a bent crystal diffraction 
spectrometer. It should be noted that Van Assche et 
al.'6 original data, ref. [18.3], table 1, give A (' -
24.21269(79) X 10-3 kxu (33 ppm) and are based on an 
x-ray scale where A(WKa,) = 0.2085770 kxu.'~) This 
value of he becomes that given in the table when 
converted to the CuKa] x-unit scale used in· the 
present work. 

C. The Less Predse QED DohA 

In this section we primarily discuss those 
experimental data which must be analyzed using; 
quantum electrodynamic (QED) theory in order to 
derive potential input items for an adjustment. In most 
cases, the resulting quantities. are values of the fine­
structure constant. In dealing with these QED data, 
we have not attempted to carry out a comprehensive 
comparison between QED theory and experiment as 
was done by Taylor et a1. [0.1]. Rather, we have 
analyzed in detail only those experiments which can 
possibly yield a result of sufficient reliability to be 
considered for inclusion in our adjustment. This 
apploach h; cumsj:sLenl wiLh the main aim of the 
present paper: The derivation of a set of best values of 
the constants. More comprehensive discussions are 
deferred to a future publication. The reader is also 
referred to Lautrup et a1. [19.1] an d Erickson [23.1]. 

,. We use the value A(WKQ,) 0.2085810(4) kxu n.8 ppm) (see eq 1l6.2a). sec. II.B.16). 
Instead 01 MWKa,) ; U.:lUIl:JIlJl as in [O.IJ. 

!c, This x.unit scale is defined by A(MuKa,} "" 0.707831 kxu. 
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TABLE IB.1. Summary of measurements of the electmn Compt!)n 
wavelength. Iv: = h/m,.c 

Publication date Stopping Value" Uncer- Eq. 
and author material (l0-~ kxu) tainty 

(ppm) 

1962, Knowles 
h H2O 24.21265(91) 38 

1964, Knowles 
(. 

Ta 24.21416(37) 15 

1971, Van Assche Ta 24.21315(80) 33 
et al.d 

a x-unit scale defined by A(CuKa)) == l.537400 kxu. 
" Refs. [0.1, 18.1]. I' Refs. [0.1, 18.2]. d Ref. [18.3]. 

10. Anomalous; Magnetic Moment of the liloc:tron and 

Muon, a,. and aIJ. 

No. 

OB.l) 

(1B.2) 

(IB.3) 

As intimated in section II.A.6, by far the most 
accurate experimental value of ae is the Wesley and 
Rich [6.1] result as corrected by Granger and Ford 
[6.2]: 

a(, = 0.0011596567(35) (3.0 ppm). (19.1) 

The quantum electrodynamic theoretical expression for 
a(' may be written as [0.1] 

a" = A(al7r) + B(ahr)2 + C(ahTY + ... , (19.2a) 

where 

A = 112; B = -0.328478. . .. (l9.2b) 

Calculation of the coefficient C has received much 
attention in recent years. (See ref. [19.1] for a 
summary.) It may be expressed as the sum of 72 
Feynman diagrams, grouped into four sets [6.4]: C = 
C I + C2 + C:l + Cot. C 1 has been evaluated analytically 
by Mignaco and Remiddi [19.2] who find 

0.055429 .... (19.3) 

Of the six pairs of diagrams grouped into C 2, one pair 
each have been evaluated analytically by Billi et a1. 
[19.3], and by Barbieri et a1. [19.4]. The net result is 
C ZI1 = -0.181913 .... For the other 8 diagrams there 
are two numerical calculations. Brodsky and Kinoshita 
[19.5] find C2b = 0.0263(20), while Calmet and 
Perrottet (19.6] give C'll> = 0.0291(22). The 
Iln~ertRintie!; l1!1.eo here aTe one-half nf the ~J]m!1. nf the 

quoted limits of error of the numerical integrations. 
Taking the weighted mean of these two plus the 
analytic (exact) value for C'!.I/ gives 

C:! = -O.1544( 15). (19.4) 

For C;) there j .. "Illy nlll' 'Illmerical calculation, that 

by Aldins et al. (19. T{: 
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C:l = 0.36(4). (19.5) 

The fourth set of diagrams was calculated numerically 
by Levine and Wright (19.8] who found C4 1.23(20); 
« preliminary result of an improved recalculation by 
these workers has also been reported [19.9, 19.10]: 
C 4 = 0.89(10). The most accurate evaluation of C4 to 
date is due to Kinoshita and Cvitanovic [6.4] who find 

C4 = 1.024(40). (19.6) 

Summing these independent components [eqs (19.3) 
(19.6)] gives 

C 1.285 ± 0.057. (19.7) 

Combining eqs (19.1), (19.2), and (19.7) finally yields 
for the fine-structure constant, a, 

a-I (ae ) = 137.03563(42) (3.1 ppm). (19.8) 

Because most of the contributions to C have been 
obtained by at least two groups and the numerical 
calculations and exact analytjcal results (where both 
exist) are in agreement, serious consideratjon may now 
be given t·o including a-1(ae ) in a least-squares 
adjustment. 

For completeness and future reference we note that 
the theoretical result for the anomalous moment of the 
muon, aIL' may he taken as [0.1, 19.1J: 

afj. = l/2(ahr) + 0.76578(ahr)2 + (22.96 ± 0.17)(ahT)!l + 

(68 :t 9) X 10-9 • .(19.9) 

In calculating ap.(6) from the difference afj.'6) - a/Ii>, 
where a(ij) is the sixth order contribution to the 
anoma.lous moment (Le., the (uIlifJ t~nll), wt! have 
used the result given in eq (19.6), Peterman's new 
result for the so called light-by-light scattering 
contribution [l9.11], aj4."-:Y = 19.76 ± 0.16 (which is in 
good agr.eement with the value 18.4 ± 1.1 first 
obtained by Aldins et a1. [19.7]); and the results 
tabulated in ref. [19.1] for the other contributions but 
with the inclusion of the rp.~p.nt analytic (exact) 

expressions. given in refs. [19.2, 19.3, 19.4] for various 
terms. The last term in eq (19.9) is the hadronic 
contrihution as calculated by Bramon, Etim, and 
Greco [19.12]. We neglect the estimated (ahr) 4 and 
weak interaction contributions because they are 
relatively small and still somewhat speculative [19.13 

19.16]. 
Using the CERN experimental result for ap' given 

earlier, eq (6.2), and eq (19.9), we find 

a-1(ap.) == 137.0053(363) (265 ppm). (19.10) 

This result is consistent with a-I(ae ), eq (19.8), and as 
we shall see, other values of a. 

20. Ground State Hyperfine Splitting in Hydrogen, Muonium, and 

Positronium: Theory 

The equation for the hyperfine splitting in the 
ground state of a hydrogen~like system can be written' 
in terms of the Fermi-Breit expression corrected for 
vacuum polarization and other QED manifestations, 
relativistic corrections, nuclear "recoil", and possible 
"internal" nuclear structure. For positronium, one 
must also include additional terms which arise from 
the virtual annihilation of the electron-positron pair. 
One may thus write '[20.1, 20.2, 20.3, 0.1] 

E = 16R""ca 2 (1 +~(2)(f.Lf.')IJL;c)(~)3 
3 2MB \MB . m;c+me 

xU + A + ~(Rl + ax
2 

me R2)+ memx 2 
'Tr l+a,rm.r (me + m.rJ 

X (a21n ~ )R:l + a 2Q + 8N(2)], (20.1) 

where mp and m,r are, respectively, the masses of the 
electron and the nucleus in question (mf,H mp' or mf' for 
proton, muon or positron), /-t,r is the appropriate 
nuclear magnetic moment, and a.r = (g,r12)-1 is the 
anomalous part of the nuclear magnetic moment. The 
factor 1 + 30:2/2 is the Breit relativistic, correction to 
the density of the electron wave function at the 
nucleus and A is the annihilation term [20.4]: 

(lI (35 3 ) 7T 12 +"2 In2 + ... , (20.2) 

which is to be included only for positronium. We note 
that the higher order terms in A have not yet been 
computed. Barbieri et aI. [20.5] and Owen [20.6) have 
calculated a fourth order vacuum polarization con­
trihution to A of (- ( 2/4)lnl but other contri­
butions which have not yet been calculated may 
cancel some or all of this term, Thus A must be 
considered as known only to an accuracy of the order 
of 50 ppm. 

The nuclear recoil terms R 1 and R:! have been 
reviewed by Taylor et a1. [0.1] for hydrogen and 
muonium. The expressions given there can be 
extended to include positronium if one writes [20.4] 

R - 3m,rme (2) ( 2) m,r 
I - - 2 2 - - In -. m,r - me. ge g,r me 

(20.3) . 

For positronium and m uonium a,r 2 is of the order 
(cx./271')2 and hence the R2 term may be neglected; for 
hydrogen R2 = - 16.5 ± 0.6. The R:3 n~coil \~nll hal; 
been recently calculated by Cole and Repko [20.7] 
who find 
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Unfortunately the recoil calculations are inc'omplete; 
terms of order (mp lm.r)a 2, (but not containing In 1) 
have as yet only been estimated. Such terms can 
contribute on the order of 100 ppm, 2 ppm, and 0.5 
ppm, respectively, to the hyperfine splitting in 
positroniurn, muoniurn, and hydrogen [20.1]. 

The quantum electrodynamic terms, Q, have also 
been reviewed by Taylor et al. [0.1]; for hydrogen and 
muonium one has 

3 13 a 
Q = 4" - 4" + In2 - 7T (57.9 ± 2). (20.5) 

(The uncertainty quoted here is a better 1 s'tandard 
deviation estimate than the value ±5 used by Taylor et 
al., which was originally intended by Brodsky and 
Erickson to be a limit of error [20.2, 20.8].) For 
positronium an but the first term in Q' is doubled 
[20.4]. 

Based on the theoretical analyses of several authors, 
Taylor et al. [0.1] were able to limit 6,,,(2), the effect of 
proton polarizability and internal proton structure, to 
O±S ppm. (0,\,(2) may be taken to be identically zero for 
rnuQniurn and positroniurn since no polarizability 
contributions are expected, in contrast to the more 
complex situation which exists for hydrogen.) Since 
then, several addhional papers have appeared which 
essentially confIrm this estimate. Jensen, Kovesi­
Domokos, and Schonberg [20.9], using a specific 
resonance model for inelastic e-p scattering and 
experimental inelastic e-p scattering data? find 8 .... (2) = 
1 ppm. De Raphael [20.10], using similar data but 
rather general theoretical assumptions, has shown that 
one portion of 6.\'(2) lies within the bounds of -1.0 ppm 
and +2.7 ppm. More recently Gnadig and Kuti [20.11] 

have carried out a calculation very similar to de 
Raphael's and have essentially confirmed his result, 
finding bounds of - 2.3 ppm and +3.2 ppm with an 
uncertainty of approximately ± 1 ppm on each bound. 
The remaining portion of 6N (2) has been estimated by 
Orell and Sullivan to be no more than ± 2 ppm. 
Jensen et al. [20.9] using their model of e-p scattering 
find + 0.68 ppm for this portion. Gnadig and Kuti have 
also attempted to estimate this portion of 8N I2> and 
finally conclude that 8N (2) can be bounded by -6 ppm 
<8N (2) < + 4 ppm. These workers further report that a 
more conservative approach to their calculation 
confirms this final result within a factor of 2. 

The problem of how best to combine estimates of 
bounds which have built into them different amounts 
of conservatism with different estimates of accuracy is 
a difficult one. The available data appear to indicate 
that ON(2) may more likely be positive than negative, 
but the value 8/2) 0 is not inconsistent with any of 
the calculations. We shall therefore use for the 
polarizability.correction for the proton the value 

8.\'(2) = 0 ± 3 ppm, (20.6) 

where the assigned uncertainty is intended to 
represent the equivalent of one standard deviation. 

We summarize the present status of the theory of 
the hyperfine structure in table 20.1. For the purposes 
of the present least-squares adjustment we can 
express the results as 

7 (~f" l'Pshfs = 6" R r;x,ca2 MB) [1-0.007131(57)] (58 ppm), 

(20.7a) 

TABLE 20.1. Summary of hyperfine structure correction terms 

Value 
Term 

Ps 11 H 

A 0,740810 

%-Rj -0.003476 -0.0001793 -0.0000102 
:2 

!!.~. '!::.!:R2 
1T (l + al') m

" 
. 

- 0.0000240(9) 

(ci In"!")· me mx R 0.000295 0.0000056 OJ)()OnO!! 
a 2 3 

(me + mx) 

a2Q -0.000247(4) -0.OOOlU34(:l) --IJ,(II)OIO:-S40(2J 

Total, S 0.737382(4) -0.000277] (2) . o.()()O! :{65(9) 

Eatimatc for uncalculatcd tcrm~a :!:O.OOOIOO :!:O.OOOo()20 ~ O.O()()OOO5 

(l + t a2
) (1 + S) 1. 737521(100) O.999HO;LB(20) O. 9999434( 10) 

a Order of magnilllrie e"timatf' nf IIncaicuiated recoil terms: .. "'.' 1 •• >:1. 
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"Mh" = 1; R~Ca'( ";.) (::) (:::) 2 (1 + :J' 
x [1-0.0001972(20)] (2.0 ppm), (20.7b) 

VUhfS = ~6 R~ca2 (;:) (:;) 2 (1 + ::)-3 
X [1-0.0000566(32)] (3.2 ppm). (20.7c) 

Here and in the table we have used a-I = 137.03602 
rO.l], ap = 1.7928 (see sec. II.A.7), and ge', g,..., mplmp , 

llnd me1m,... as given in table 11.1. But it should be 
noted that the correction terms are relatively small and 
hence the actual values of the constants used are not 
critical. . The uncertainties assigned eqs (20.7a) and 
(20.7b) arise primarily from estimates of the possible 
size of uncalculated higher order recoil terms [20.1] 
(see above). In keeping with the conservative approach 
we have taken throughout the present work, these 
~stimates are more likely too large than too small. The 
uncertainty assigned eq (20.7c) arises primarily from 
estimates of the possible size of the proton 
polarizability contribution [eq (20.6)]. 

Finally, we puiut uut Lhl:1L CllLhuugh the magnetic 

moment ratios P.e/P.B and p.p/p.p will be taken as 
auxiliary constants in the present adjustment '(table 
Il.l), the ratio of the muon moment to proton 
moment, or equivalently, the muon-electron mass ratio 
which follows from it through the relation 

(20.8) 

is known only to an accuracy of a few ppm (see the 
following section) and must be taken to be an 
adjustable constant. Thus, in eqs (20.7a) and (20.7c), 
the measurement of the hyperfine splitting constitutes 
a measurement of a 2 , while from eq (20.7b) one 
determines only a 2p.,,...Ip.,p. 

21. Ratio of the Magnetic Moment and Mass of the Muon to that of 

the· Proton and Electron, IJ-,J #Lv and m "1m,, 

To obtain a value of the fine structure constant from 

TABLE 21.1. Summary of measurements of #L,)IJ-" 

Publication date Uncer- Eq. 
and author Value tainty No. 

r 
(ppm) 

1972 
Crowe, Williams, et al.a 3.1833467(82) 2.6 (21.1) 

1970 
Hutchinson et a1. b 3. 1833564{305) 9.6 (21.2) 

1970 
DeVoe, Telegdi, et al.e 3.1833496(148) 4.7 (21.5) 
(Revised 1972, Jarecki and 
Hermand

) 

a Ref. [21.1]. h Ref. [21.2]. c Ref. [21.3]. d Ref. {21.4]. 

a mea.surement of the muonium hyperfine splitting 
requires knowledge of the two closely related quan­
tities JL,.../p,p and 1 + melm,.,.. The relevant measure­
ments of p.,/LIIJ-p are summarized in table 21.1. The 
most accurate and comprehensive determination is 
that of a University of Washington-Lawrence Radiation 
Laboratory group (Crowe, Williams et aI. [21.1]) who 
determined p.,,...1 J.Lp by stopping muons in various chem­
ical environments in a magnetic field of l.IT. The 
actual quantity determined is wt/w~, the ratio of the 
~uon to proton precession frequency, the former in 
the environment in question (indicated by the asterisk) 
and the latter for protons in H 20. Varying the 
environment is of great importance since Ruderman 
[21.5] has proposed that the formation of the complex 
H20-p.,+ -H20 could reduce the muon shielding (com­
pared with the 25.637 ppm for protons in H20) by 15 
to 20 ppm. However, Crowe, Williams et a1. in their 
determinations found no evidence of the Ruderman 
effect. Specifically, this was shown by measuring w~ 

in H20 and NaOH. (In O.lN NaOH, the ,.,.+ would be 
neutralized in < 10- lOs, suppressing the formation of 
the complex.) No significant difference was observed, 
nor was a significant difference observed when the 
muons were stopped in methylene cyanide, CHiCN)2' 
The final result of all of their measurements is given 
as 

w,.../Wp = JL/L1JL/J = 3.1833467(82) (2.6 ppm). 
(21. I} 

In obtaining this value from wtlw~, Crowe, Williams· 
et a1. took into account the small chemical shifts (Le., 
shielding shifts) in wt arising from the difference in 
zero point binding energies of proton and muon in the 
various possible molecular species which may be 
formed by the stopped muons (e.g., p.HO, p.H, etc.). 
They estimate (-1.8 ± 2.0) ppm in H 20 and NaOH, 
and (+0.5 ± 1.5) ppm in CH 2(CNz), all relative to 
protons in H20. 

A result for p.,/LI p.p obtained at the Princeton­
Pennsylvania accelerator by essentially the same gen­
eral method was reported by Hutchinson et a1. in 1970 
[21.2]: 

/J-,.../p.,p = 3.1833564(305) (9.6 ppm), (21.2) 

where we have applied the (-1.8 ::!: 2.0) ppm correc­
tion of Crowe et aI. to Hutchinson et aI. 's original 
result: /J-/L//J-p ::= 3.'1833621(298) (9.4 ppm). Equation 
(21.2) agrees with an earlier and less accurate value 
obtained by Hutchinson and coworkers [21.6] at Col­
umbia in the early 1960's: /J-/L//J-p = 3.18338(4) (13 
ppm). We do not use the Columbia result, however, 
since ill uu.r view Lhe IIlUI-e .reliI:1Llt: 1970 wOl-k n:::place:s 

it. 
Equations (21.1) and (21.2) are also consistent with. 

the value of p.,,Jp,p obtained at Chicago by DeVoe, 
Telegdi, et a1. [21.3] from their double resonance-
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"magic field" determination of the ground state hyper­
fine splitting in muonium. Their data yield 

Igj(M)/g~(M) I = 206.76509(84) (4.0 ppm), (21.3) 

where gj(M) is the electron g-factor in muonium and 
g~(M) = 2J.Lp.,{M)/J.LR' This result must now be corrected 
for bound state effects and the pressure shift in gAM). 
The bound state correction to this ratio implied by the 
theory of Grotch and Hegstrom [7.2] (setting a p = ap..) 
is 1 - 0.031 X 10- li • The pressure shift correction, 
which is many times larger, has recently been calcu­
lated theoretically by Jarecki and Herman [21.4]. For 
the experimental conditions used in the Chicago 
experiment, they find that a (7.8 ± 2.3) ppm correction 
must be applied. These corrections yield 

g('/g~ = 206.76670(96) (4.7 ppm), (21.4) 

which implies by means of the readily derived equa­
tion 1-'-/111-'-1) - (I-'-I'II-'-p)/(f5('/g~), and the value of I-'-('//-,p 

given in table 11.1, 

J.Lp../J.Lp = 3.1833496(148) (4.7 ppm). (21.5) 

Although the validity of the Jarecki-Herman correc­
tions may be open to some question due to the 
complexity of the problem [21.7], eq (21.5) is in fact in 
excellent agreement with the more accurate Crowe, 
Williams et al. result, eq (21.1). 

As noted in the previous section. the ratio m,;/m,> 
may be obtained from the relation 

(J.LI'IJ.Lp) gp.. 
(J.Lp..IJ.LI) g,., 

(20.8) 

While we will later take J.Lp../ J.Lp as an adjustable 
constant (i.e., let a best value for it be determined by 
our least-squares adjustment), we may obtain the 
factor 1 +m('lmp.. to an accuracy such that it may be 
assumed to be an auxiliary constant by using the 
truncated value /-Lu/J.Lp = 3.18335 with a rather liberal 
6 ppm uncertainty (2 in the last place). Using gel2 = 
J.Lel J.LR and the other appropriate constants given in 
table 11.1, we find 

mp..lm(' = 206.768(1), (21.6) 

which implies 

1 +m('lmp.. = 1.00483634(3) (0.03 ppm). (21. 7) 

22. Ground-State Hyperfine Splitting in Muonium, Hydrogen, and 

Positronium: Experiment 

Muonium 
Two separate groups have had continuing programs 

to measure the ground-state hyperfine splitting VMhfs in 
muonium (J.L+e-) with the highest possible accuracy: 
Hughes and collaborators at Yale University;16 and 

J. Phys. Chem. Ret Data, Vol. 2, No.4, 1913 

Telegdi and collaborators at the University of Chicago. 
The general principle of the experiment is straightfor­
ward. Polarized muons are stopped in a gas, either 
argon or krypton, and capture electrons to form 
muonium. In this process, the muon polarization is 
partially preserved and is reflected in the direction of 
the emitted decay positrons. A microwave field is 
applied and induces transitions between muonium 
Zeeman levels which involve spin-flip of the muon. By 
observing the change in the direction of the decay 
positrons associated with the spin flip, the (resonant) 
transition frequencies of interest can· be determined. 

One of the main difficulties associated with these 
experiments in the past has been how best to obtain 
VMhfs from the values VMhfs(P) determined at the 
operating gas pressures, p. However, this "pressure 
shift" question has now been resolved [22.3]; it is 
generally agreed [22.4, 22.10] that for sufficiently high 
pressures (p>-10 atm), a linear extrapolation to zero 
pressure is not adequate and that a quadratic term is 
required. That is, it must be assumed that 

(22.1) 

Although the effect of collisions betwet:n the IIlUUUiUlll 

and host gas atoms is called a pressure shift, it is 
actually a density effect. The data are by convention 
given in terms of that pressure which at 0 °C and 
assuming a perfect gas law would yield the actual 
density of the gas. The coefficient a is usually referred 
to as the fractional pressure shift or FPS. 

With the above in mind, we very briefly summarize 
in table 22.1 and with the following comments the 
work carried out to date by both the Yale and Chicago 
groups. 

(a) Yale. The first precision V:\1hfs(P) measurements 
were reported in 1964 by Cleland et al. [22.5]. 
Although originally analyzed using eq (22.1) with b = 
0, in the final report on the experiment [22.6], the 
quoted preferred value is based on taking both a and b 
as free parameters. 

In 1969. Thompson et al. f22.7] reported the results 
of significantly improved measurements carried out in 
weak (--3 x 10-4T) and very weak (-10-6T) fields. A 
linear extrapolation to zero pressure gave the results 
shown in the tab1e. The difference bet weeu Lht:' Al and 

Kr values was attributed at the time to a possible 
nonlinearity in the argon pressure shift, that is, bAr =i= 
o. 

These low field measurements were continued by 
the Yale group with improved techniques, and several 
interim reports have appeared [22.8 - 22.10]. A final 
paper analyzing all of the Yale low field data has now 
been prepared hy Thompson et aI. [22.11] who take 
both a and b as fref~ parameters to obtain the results 
given. Their final low field value of VMhfs is then 
obtained by taking a weighted average of the separate 

'Ii Refere, .. '." In.11 ,,,,.I 12~.21 ,lou"I.1 I ... ('ollSuhed for discussions of the earlier Yale 

muonium wurk. 
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TABLE 22.1. Summary of published values of the ground-state hyperfine splitting in muonium, "Mhfs 

Publication Magnetic Stopping gas; Value Uncer- a b 
date field and pressure (kHz) tainty (10-9 torr-I) (l0-1!; torr- 2 ) 

(T) in atm (ppm) 

Yale Group 

-0.5 

Revised, 1972" 

1969" -0 

-0 

Ar: 9 to 64 

Ar: 32 to 65 
Kr: 20 10 43 

Ar: 9 to 109 
Kr: 5 to 73 

Weighted mean of 1973 Ar and Kr results 

4463150(60) 

4463240(120) 

4463220(33) 
4463302(27) 

4463312(13) 
4463293( 23) 

4463308( 11 ) 

13 

27 

7.4 
6.0 

2.9 
5.2 

2.5 

-4.05(49) 

-5.87(2.16) 

-4.07(25) 
-10.4(3) 

-5.00(22) 
-10.57(39) 

o 

35(40) 

o 
o 

8.1(2.5) 
8.6(5.9) 

Chic"ago Group 

1969" 

197011 

1.13 

r Revised, 1972 

1.15 

Ar: 4.1 and 16.6 

Ar: 4.0 
Kr: 3.4 and 15.6 

4463317(21) 

4463313(18) 

4463293(23) 
4463304( 10) 

4.7 

4.0 

5.2 
2.2 

-5.44.(45) 

-5.27(40) 

-5.44{45)h 
-10.50(32) 

o 

o 

o 
o 

-0 Ar: 9.4 
Kr: 3.6 and 8.5 

4463304.71(2.56) 
4463301.33(3.95) 

0.6 
0.88 

-4. 78(3)j 
-10.47(21) 

o 
o 

1970 and 1971 Kr data together 4463301.17(2.3) 0.5 -10.37(70) o 

a Ref. [22.5]. Ref. [22.6]. I' Ref. [22.7]. Ref. [22.11]. .. Ref. (22.12]. I Ref. [22.13]. It Ref. [21.5). 
h Assumed from 1969 measurements. i Ref. [22.14]. j Assumed hydrogen in argon value. ref. [22.15]. 

Ar and Kr results. The assigned uncertainty is primar­
ily statistical; the total systematic uncertainty is only 
-3kHz. Since the high field Ar measurements are 
much less precise than the low field measurements, 
they may.be disregarded and this value of VMhfs taken 
as the final result of all of the Yale work. 

(h) r.hir.Rgo. The fir~t Chicago measurements were 

reported in 1969 by Ehrlich et a1. [22.12]; and the final 
report on these early experiments has recently ap­
peared (22.13]. They were carried out using a field 
independent transition at the "magic field" of 1.13 T. 
This enabled the use of larger gas target volumes and 

.lower stopping pressures than would otherwise be 
possible. 

The results of a second series of measurements by 
the Chicago group were reported in 1970 by DeVoe et 
a1. [21.5]. (The data from this experiment were also 
used in the previous section to derive a value of 
IJ..IJ./ fLp)· The quantity VMhSs (p) was obtained from the 
frequencies of two separate transitions at the magic 
field used in the 1969 experiments. This "double 

resonance" technique has several advantages as out­
lined in ref. [21.5]. Two Kr data points and a single Ar 
point were obtained. VMhfs was determined from the 
latter by extrapolating to zero pressure using the FPS 

determined from the Chicago group's 1969 argon work. 

The results of the most recent series of Chicago 
pxpPTimpnt~ WPTP reportpd by FRvarf et a1. [22.14] in 

1971, and are the most precise of all the muonium hfs 
measurements to date. This high accuracy is a direct 
consequence of the unique zero field "Ramsey reso­
nance" method used. The two Kr data points and the 
single Ar point were found to yield the results given, 
where the latter was extrapolated to zero pressure 
using the FPS for the hydrogen hfs in argon as 
measured by Brown and Pipkin [22.15]. Since the 1971 
and 1970 Kr data are in excellent agreement, 'Favart et 
a1. fit them jointly· to finally obtain a value of VMhfs 

accurate to 0.5 ppm. 

It should be noted that: (1) The Chicago data were 
generally obtained at sufficiently low pressures that 
the differences between putely linear fits and linear 
plus quadratic term fits are less than the uncertainties 
in the resulting values of VMhfs' (2) The FPS values 
obtained from both the Yale and Chicago muonium 
measurements are in good agreement with the optical 
pumping values obtained by Ensberg and Morgan 
[22.16] from hydrogen, deuterium, and tritium hfs 
pressure shift measurements in argon and krypton: 
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Argon 

H : a = -4.803(15) X 10-9 torr-I, 

D : a = -4.803(65) X 10-9 torr-I, 

T : a = -4.785(15) X 10-9 torr-I, 

Krypton 

H : a = -10.4(2) X 10-9 torr-I. 

(22.1a) 

(22.1b) 

(22.1c) 

(22.1d) 

These results, which are in agreement with but are 
more accurate than the similar measurements of 
Brown and Pipkin [22.15], show no evidence of a 
mass-dependent "isotope" effect. It may therefore be 
concluded that the muonium rneasurements are rea­
sonably reliable, and that these "atomic" FPS values 
may be applied to muonium. 

As far as our least-squares adjustment is concerned, 
we shall use the value 

VMhfS = 4463303.82(1.80) kHz (0.40 ppm), (22.2) 

as obtained by fitting all of the Chicago and low field 
Yale Ar and Kr oatH jointly with VMhfs? flAr> flJ{r, bAr, 
and b"r as free parameters, that is, VMhfs is constrained 
to be the same for both Ar and Kr. (The data used are 
summarized in table 22.2 and are taken directly from 
the references cited. However, we have revised the 
Chicago 3150 and 12600 torr Ar data points using our 

TABLE 22.2. Summary of measurements of 1I\I!.f~(fJ) by the Chicago 
and Yale groups used in the present work to deter­

mine 1I\lhfs 

Pressure 
(torr) 

3030a 

3150b 

7150c 

12600b 

7100 
10392 
24306 
24487 
24487 
24528 
24720 
26685 
46104 
49051 
82640 

Argon· Krypton 

Value 
(kHz) 

Pressure Value 

Chicago 

4463220(22) 
1163219.3( 10.7) 

4463152.17(2.37) 
4463027.6(10.4) 

4463162(10) 
4463089( 11) 
4462754(32) 
4462783(30) 
4462752(32) 
4462803(30) 
4462786(38) 
4462746(31) 
4462348(33) 
4462341(22) 
4461718(12) 

(torr) (kHz) 

2598a 

271.2" 

6469" 
11 830a 

4328 
7292 
7328 
7349 
7581 

15876 
15928 
15928 
15959 
16057 
32854 
33951 
55200 

4463182.4(5.0) 
4463173.26(1.90} 

4462999.78(2.96) 
4462750.4(2.2) 

4463066(30) 
4462906(40) 
4462975(34) 
4462998(59) 
4462921(33) 
4462578(38) 
4462578(25) 
4462558(36) 
4462554(26) 
4462558(23) 
4461782(16) 
4461719(21) 
4460809( 11) 

a Ref. [21.3]. b Ref. [22.13], and see text. C Ref. [22.14]. 
d Ref. [22.11]. 
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adopted value of m,)me = 206.768 and the values of 
ge l2 and g/L12 given in table 11.1.) We further find 
X2 = 17.17 for 32 - 5 = 27 degrees of freedom, and 

a Ar = -4.817(70) X 10-9 torr-I, (22.3a) 

a Kr = -10.595(66) X 10-9 torr-I, (22.3b) 

bAr = 6.28(91) X 10- 15 torr-2 , (22.3c) 

bKr = 8.30(1.39) X 10- 15 torC2 • (22.3d) 

For the eight items of Chicago data, X2 = 3.74; for the 
24 items of Yale data, X2 = 13.42. Although one might 
argue that some of the Yale data could be grouped 
together because they were obtained at'very nearly the 
same pressures, we retain each measurement as a 
separate item because they are all experimentally 
independent. Clearly, all of the data are in agreement· 
and the resulting FPS values are consistent with the 
atomic values. eq (22). We have chm~en tohanclle the 
Yale and Chicago data jointly in this manner because 
we believe that overall, it is the most self consistent 
way of doing so. 

lt is of interest for purposes of comparison to derive 
here a value of the fine-structure constant from the 
Yale-Chicago measurement of the muonium hyperfine 
splitting. Using eqs (22.2) and (20.7b). the appropriate 
auxiliary constants of table 11.1, and the value /J-/L//J-p 
= 3.1833479(70) (2.2 ppm) obtained from the weighted 
average of the three values given in table 21.1, we find 

a-I(Mhfs) = 137.03634(21) (1.5 ppm). (22.4) 

Hydrogen 
The experimental data on hyperfine structure in-

cludes the most accurate physical measurement 
known-the hydrogen maser measurement of the hy­
drogen hyperfine splitting, VHhfs' The two most recent 
determinations of this frequency are those of Hellwig 
et al. [22.17] who report 

VHhfs = 1420405751.7691(24) Hz (Experiment 1), 
(22.5a) 

VHhfs = 1420405751.7667(18) Hz (Experiment 2), 
(22.5b) 

and of Essen et al. [22.18] who give 

JJHhf3 = 142040575L 7667(10) H7.. (22.5c) 

These three measurements are in excellent agreement 
but they are approximately 0.02 Hz less than the value 
obtained by Vessot et al. which was used by Taylor et 
al. [0.1]. Although the difference is some 12 times the 
standard deviation assigned the latter value, the 
change is entirely negligible as far as our present 
adjustment is concerned. 

The value of the fine-structure constant implied by 
eqs (20.6), (20.7e). (22.5), and the auxiliary constants 
of table 11.1, is 
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a-"(Hhfs) = 137.03597(22) (1.6 ppm). (22.6) 

The difference between the muonium and hydrogen 
hyperfine splitting a values, eqs (22.4) and (22.6), is 
thus (2.7 ± 2.2) ppm. If one were to ascribe real 
significance to this difference, it would have to arise 
from inadequacies of the hyperfine splitting theory of 
section I1.C .. 20 or from a nonzero value of the proton 
polarizability contribution, cSN(2l. Indeed, additional in­
formation concerning this quantity may be found from 
t he ratio VMhfs1vHhfs' Equations (20.7b) and (20.7 c) give 

where we have now omitted the 3 ppm uncertainty 
assigned in section II.C.20 to 6,..,,<2). From eqs (22.2), 
(22.5) and the above weighted average value of J.Lp.//Lv, 
WP. obtain 

6.v(2) = (5.5 ± 3.2) ppm. (22.8) 

Although this result is not inconsistent with the value 
(0 ± 3) ppm adopted in section II.C.20, it is clear that 
further work is needed in this area. 

Positronium 

For completeness, although we shl'lll not llse the 
result in our least squares adjustment, we note that 
the experimental value of the hfs in positronium, VPshfs, 

measured by Carlson, Hughes, et al. at Yale [22.19] 

VPshfs = 203396(5) MHz (25 ppm), (22.9) 

has an accuracy which is less than an order of 
magnitude below what ~ould be required to make it 
eligible for inclusion in an adjustment. (This value 
replaces the earlier result of the Yale group reported 
by Theriot et a1. [22.20], VPshfs = 203403(12) MHz (60 
ppm).) 

The positronium value of the fine-structure constant 
implied by eqs (22.9) and ·(20.7a) is 

a- 1(Pshfs) = 137.0374(43) (31 ppm), (22.10) 

where most of the uncertainty comes from the theoret­
ical uncertainties in eq (20.7a) (29 ppm, to be com­
bined quadratically). If terms of order a 2 are nee:lected 
(as well as the fourth order vacuum polarization term 
( - (

2/4)ln ~ discussed in section II.C.20), one can 
write [20.4] 

[ 
7 a (16 ) 3 2 I ] 

IIPshfs = a.2Ra:e "6 - 7r . '9 + In2 + '4 a Ina- ' 

(22.11) 

from which we find 

a-I(Pshfs) = 137.0426(17) (13 ppm), (22.12) 

where no allowance is made for the unstated and 
uncalculated theoretical terms. (If the new vacuum 
polarization is included, a-I{Pshfs) becomes 
137.0387(17) (13 ppm).) Clearly positronium will be an 
important source of information on the fine':structure 
constant only when the theoretical expression has heen 
extended to include all terms through order a 2• 

23. fine-Strudure 

We consider here only those measurements· which 
yield a value of a with an uncertainty of less than 5 
ppm since the uncertainties in the values of a 
derivable from measurements of 2e/h and 'Y~, VHhfs, and 
VMhfs, are of order 1.5 ppm or less. (But we neglect the 
measurements of Lamb and coworkers carried out in 
the early 1950's [0.1] because in our view, the newer 
determinations of the 1960's replace them.) Further­
more, Erickson 123.1, 23.2] has refined the .theory of 
the energy levels in hydrogen-like atoms to the point 
where the uncertainty in the theoretical expression for 
the Lamb shift in hydrogen (s ~ for n=2 (2S lI2- 2P 1/2 

interval) is only 0.0102 MHz [23.2]17 (aside from that 
due to thp. nnr.p.rtainty in thp. numerical value of a). 
while the experimental determinations of S H have 
uncertainties several times larger [0.1]. It is therefore 
now more accurate to use the theory of the Lamb shift 
in combination with the highly accurate. theory of the 
fine-structure splitting in hydrogen (tl.E H) for n=2 
(2P 312'- 2P 1/2 interval), to obtain a theoretical expres­
sion for (tl.E.- S)H, n.=2 (2P 3/2-2S 112 interval), and to 
calculate values of a from this expression and the 
several experimental determinations of (AE - S )H' (The 
alternate but less accurate procedure would be to 
combine experimental values of SHand (AE - S )H, 
and to then calculate a from the theoretical expression 
for AE H.) 

Thus, we shall make no real use of experimental 
Lamb shift values except to note that they are in good 
agreement with theory (see refs. [19.1, 23.1, 23.3, 
23.4]), thereby giving some assurance that the theory 
of the Lamb shift is well in hand. This situation is in 
marked contrast to that which existed at the time of 
the 1969 review of Taylor et al. [0.1] and is primarily 
due to the discovery by Appelquist and Brodsky [23.5] 
that Soto's [23.6] earlier calculation of the founh order 
radiative correction to S was in error. 

The contribution of the one-photon electron self­
energy to the energy levels of hydrogen-like atoms may 
be expressed as [23.1] 18 

t:.EI1 = 8a
a 

3Z4Ra:e[C 41In(Zat2+C4o+H{Za)], 
3TTn (23.1a) 

.7 We should like to thank Professor Erickson for providing us with his most recent 
results regarding the theory of the fine-structure of hydrogen-like atoms. 

'" This paper should be consulted lor relerences to earlier work. 
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where for (Za)«l (roughly Z <30), H(Za) may be well 
approximated by the series 

The coefficients C41 , C41h Ca, C62 , and C61 have been 
previously computed as fun~tions of the quantum 
numbers n, l, andj. Erickson [23.1] has now obtained 
an improved approximation for H(Za) which is valid 
for all Z a, and has also evaluated the corresponding 
approximate values for the coefficientsC 611 and C 7' 

Since experimental fine-structure data of sufficient 
accuracy to be of interest for deriving values of a are 
primarily restricted to the n=2 levels of hydrogen, we 
need only the values for six specific coefficients. 
Erickson gives [23.2]: 

C6o (2P 1/2) = -0.352, 
C6o (2S 1/2) = -17.598, 
C 61l(2P 312) = -0.438, 

C 7(2P 1/2) = -1.28, 
C7 (2S1/2) 18.48, (23.2) 
C 7(2P 3/2) = -0.32, 

where the one standard deviation uncertainty in 
H(Z a)/(Z a)2 is estimated to be ±0.5 for S states, 
±0.33 for 2Pl/2 states, and ±0.18 for 2P3/2 states. 

Taking into account the C 410(Za) 2 and C 7(Za):l 
terms of eq (23.1b), using the numerical values of eq 
(23.2) for the coefficients C 60 and C j, and taking 
a- I =137, leads to the following expression for the 
fine-structure splitting in hyd~ogen, n=2:19 

The total QED contribution (with the exception of the 
electron anomalous moment) is represented by the last 
term in this equation and amounts to only 1.2 ppm. 
The quantity 0.421 ± 1.5 in this term is Erickson's 
higher-order QED contribution as represented by Coo 
and C 7 and i::; giVt::ll by 

16 
0.421 = - T[C 61l (2P 3/Z)-C 6o(2P 1/2)+ aC 7(2P 3/Z) 

-aC t(2P 1/2)]; 

it amounts to only 0.0006 MHz (0.05 ppm). The ± 1.5 
uncertainty in the theoretical expression for ilEH , n=2 
[eq (23.3)] (not including that due to a), is that given 
by Erickson [23.2] and corresponds to 0.0021 MHz 
(0.19 ppm). It includes only the uncertainty in H(Za) 
due to a possibly large QED contribution from the 5-

,. There is some variation in the literature in the way the reduced mass factors are 
written since the exact solution of the relativistic two-body problem has yet to be obtained. 
However. the differences between the various expressions are only on the order of 
a'(m.lmp ) or a few parts in 10' (see ref. [0.1). 
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state component of the relativistic 2P 1/2 state since the 
remaining uncertainties in the 2P 1/2 and 2P 3/2 states 
cancel. 

The theoretical expression for the Lamb shift may 
be obtained from that given by Taylor et al. [ref. [0.1], 
eq (I38a)] by making the appropriate modifications 
required by the revision of Soto's expression for the 
fourth order radiative correction, and by Erickson's 
new work [23.1, 23.2]. The former may be included by 
replacing the coefficient m in eq (I38a) of ref. [0.1] by 
the exact analytic expression derived by Peterman 
[23.3] (its numerical value is m=2x 0.46994 ... 
=0.93988 ... ). The major features of Erickson's new 
calculations may be included by making the following 
three modifications [23.2]; 

(1) The term -0.3285 becomes -0.3285 + 1.285 X 

(uhr), litaL is, Lhe (ahT)3 term is to be included in the 
expression for the electron anomalous moment (see 
sec. II.C.19). 

(2) For hydrogen, the nuclear structure term must be 
multiplied by an overall correction factor of 0.996 ± 
0.002 to take into account additional nuclear structure 
effects. 

(3) For n = 2, the previou5ly e5timated term 

- (4rr2/3+4+4In22) plus a previously uncalculated term 
is replaced by 

The uncertainty in the theoretical expression for SH, 
n =2, is given by Erickson as 0.0102 MHz (9.7 ppm) 
(not including the uncertainty in a), and is the RSS of 
the 0.0099 MHz and 0.0026 MHz respective uncertain­
ties in the 25 112 and 2P 1/2 levels. 

The theoretical expression for (~E-S )H, n=2, .is 
simply the difference between that for ~E Hand SH' 
The uncertainty in this theoretical expression is calcu­
lated directly from the RSS of the respective 0.0099 
MHz and 0.0014 MHz uncertainties in the 25 112 and 
2P 3/2 levels. Thus, the 0.0021 MHz uncertainty in the 
2P 1/2 level due to the uncalculated contribution from 
the S-state component of the relativistic P 1/2 state (see 
above) is taken as part of the uncertainty in SH, all of 
the uncertainty in ~E H, but none of the uncertainty in 
(tlE- S)H' 

For informational purposes, we note that our theo-
retically predicted values for tlE H, SH, and (tlE- S)H, 
n=2, using the auxiliary constants of table 11.1 and 
taking a-'=137.03602, exactly, arc 

~EH(n=2) 10969.0348(21) MHz (0.19 ppm), 

SH(n=2) = 1057.9158(102) MHz (9.7 ppm), 

(~E-S)H(n=2) = 99]1.1190(100) MHz (l.0 ppm). 

Table 23.1 summarizes the fine-structure measure­
ments to IH' (:onsidered herein. The implied values of 
a have Iwc~n ohtained from the experimental results 
and the t h(~oretical expressions for tlE H and (~E- S)H 
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TABLE 23.1. Summary of fine-structure measurements and implied values of IX. (For comparison purposes, the other 
high precision QED IX values discussed have been included.) 

Publication date Quantity V~lue Uncer- Implied Uncer-
and author measured (MHz, except a,,) tainty value of tainty. Eq. No', 

(ppm) 
-1 (ppm) IX 

1972, Baird et al.a AEH 10969.127(87) 7.9 137.03544{54) 3.9 (23.4) 

1971, Kaufm:n, (M-S)H 9911.377(20) 2.0 137.0~416(20) 1.5 (23.5) 

Lamb, et a1. 

1971, Shyn et aI. C (AE-S')H 9911.250(63) 6.4 137.03508(46) 3.3 (23.6) 

1970, Cosens 
and Vorburger,l 

(AE--S)H 9911.173(42) 4.2 137.03563(31) 2.3 ·(23.7) 

1971, Kponou, vOl (He) 29616.864(36) 1.2 137.03595(42) 3.1 (23.8) 
Hughes, et aLe 

1971, Wesley and a" 0.0011596567(35) 3.0 137.03563(42) 3.1 (l9.4) 
Rich f (revised 1972, 
Granger and Fordg

) 

1971, 1973, Yale 
and Chicago groups" 

lI\fhfs 4463.3038( 18} 0.40 137.03634{21) 1.5 (22.4) 

1970, Hellwig et al}. }'Hhfs 1420.4057517670(8) 0.6 X 10-6 137.03597(22) 1.6 {22.6) 
1971, Essen et a1. 
(wtd. mean) 

a Refs. [23.7, 0.1). h Ref. [23.8]. c Ref. {23.9]. d Ref. [23.10]. t' Ref. [23.11]. f Ref. [6.1]. K Ref. {6.2]. 
h Refs. [22.11, 22.14], and see text. The uncertainty in VMhfs (theory) was taken to be 2 ppm as discussed in the 

previous section. 1 Refs. [22.17, 22.18]. 

as just discussed. In each case, the assigned uncer­
tainty is the RSS of the final uncertainty assigned the 
experiment (column 4) and the uncertainty in the 
theoretical expression used.20 The actual dependence 
on a of th~ theoretical expression was also taken into 
account. (In eq (23.3). the theoretical relation of sec. 
II.C.19 was used for ge.) The helium fine-structure a 
value will be discussed below. For informational 
purposes, we have also included in table 23.1 the high 
pn:;t:ilSivu VHIU~l!i vf u d~rived in sections n.C.19 
through 22. Thus, the table conveniently compares all 
of the QED data which might po!Ssibly be used in our 
adjustment. The following comments apply as well. 

(a) AE H, Baird et aI. The analysis of this level­
crossing experiment as given in ref. (0.1] remains 
unchanged with the exception that the uncertainty 
must be decreased somewhat. This is due to a 
decrease in the uncertainty assigned to the non­
linearity of the electronics in Baird et aI. 's final report 
on the experiment [23.7). The statistical standard 
deviation of the 84 runs comprising this determjnation 
i862 ppm; of the mean, 6.8 ppm. 

(b) (AE-S)H' Kaufman, Lamb, et a1. The final result 
of thie microwave-optical experiment quoted by Kauf­

man, ,Lamb, et a1. and given in the table is the 

~ "The slight correlation between til values derived from the three (AE-S)H measure· 
111''''& which is introduced through the common 1.0 ppm theoretical ullcertainty is 
IJIfl'ltliently small that it may be ignored. 

weighted mean of the results obtained from measure­
ments on the all and ab transitions: 

aa: 9911.363(31) MHz (3.1 ppm); (23.4a) 

l1'h~ 9911.407(45) MHz (4.5 ppm). (23.4b) 

The statistical standard deviations of the 148 aa runs 
and 62 ab runs were 22 ppm and 7.9 ppm, respec­
tively; of their means, l.H ppm and 1.0 ppm. Thus, as 
in the Baird et a1. AE H experiment, a large number of 
measurements were used to compensate for a great 
deal of scatter in the data. 

(c) (IlE- S )H, Shyn et a1. Both the (3+b+ and f3+d+ 
transitions were measured in this atomic beam experi­
ment: 21 

p+b+: 9911.255(59) MHz (6.0 ppm), (23.5a) 

[3+d+: 9911.242(90) MHz (9.1 ppm). (23.5b) 

where the uncertainty is statistical only. Since the 
histogram of the 139 measurements carried out on 
these two transitions showed no clustering, Shyn et al. 

%I Note that the preliminary results of this experiment and tire following one of C08eru; 
and Vorburger as giYen in ref. {O.l] differ from the final values qUoled here. However, the 
general comments on these experiments made therein remain valid. This reference should 
also be consulted (or additional discussions olthc Baird et aI. and Kaufman. Lamb, et al. 
experiments. 
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combined them together to obtain the final value 
quoted in the table. The statistical standard deviation 
of the 139 measurements was 62 ppm; of the mean, 
5.2 ppm. Again we have a situation in which the effect 
of a large experimental" scatter is reduced by a large 
number of measurements. 

(d) (6.£- S)H, Cosens and Vorburger. The following 
results for (AE- S)H were obtained from the four 
transitions measured in this experiment: 

(3b-: 9911.281(92) MHz (9.3 ppm), (23.6a) 

(3b+: 9911. 144{85) MHz (8.6 ppm), (23.6b) 

(3d-: 9911.196(76) MHz (7.7 ppm), (23.6c) 

/3d+: 9911.084(84) MHz (8.5 ppm). (23.6d) 

The statistical uncertainty in the mean of each was, 
respectively 7.5,7.7,7.4, and 6.6 ppm. Thus, as in all 
of the fine-structure measurements discussed so far, 
the systematic uncertainties are estimated to be small 
relative to the random uncertainties. The final result 
quoted by Cosens and V orb urger is as given in the 

table and was obtained from the weighted mean of 
these four values. The fact that the Birge ratio for 
these is 0.95 would seem to indicate that the uncer­
tainties are realistic. But again, a large number of 
measurements for each transition has been used to 
significantly reduce the effect of a large. random 
scatter. 

(e) 2 3Po-2 3P l fine-structure interval in atomic he­
lium. This interval, referred to as VOl' has been 
measured to an accuracy of 1.2 ppm ~y"H ughes and 
collaborators [23.11] at Yale using an atomic beam­
optical-microwave method. The value quoted is the 
weighted mean of the results obtained from 73 sepa­
rate resonance curves. The final uncertainty is the 
RSS of the 0.035 MHz statistical uncertainty of this 
mean and the 0.007 MHz systematic uncertainty 
assigned the so called slope correction. Unfortunately, 
the theory of the fine-structure in atomic helium has 
not reached the point where full advantage of this 1.2 
ppm accuracy may be taken. The present state of the 
theory ha:s been :suIIlmarized recenlly by Daley eL aI. 
[23.12] and was motivated by their own recent contri­
butions to the problem. Using their results and the 
values of c, R x , and 1 + melmt't given in table 11.1, we 
find that the Yale experimental value for VOl yields the 
value of a given.· The uncertainty is due almost 
entirely to the 6 ppm uncertainty in VOl (theory). 

Although this result has an assigned uncertainty 
comparable to that of the other a values listed in table 
23.1, we shall not consider it for possible indusion in 
our adjustment because many of the terms in the 
theory require complex numerical calculations, and a 
consistent evaluation of the accuracy of these terms is 
extremely difficult. At present, the 6 ppm uncertainty 
can only be considered as a very approximate esti-
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mate. Thus,. the agreement between theory and experi­
ment should be viewed as a verification of the 
theoretical calculations rather than a determination of 
the numerical value of the fine:"structure constant. 

Table 23.1 reveals that the Kaufman, Lamb, et a1. 
result, although assigned the 10wesJ uncertainty, ap­
pears to be inconsistent with the other data. These 
workers were aware of this situation and in their final 
report on the experiment [23.8] consider various 
possibilities which might account for the apparent 
error. Unfortunately, they could not resolve the dis­
crepancy. But it was noted that the apparent linear 
magnetic field dependence of the various fine-struc­
ture measurements pointed out by Kaufman [23.13] 
might imply some insufficiency of the theory of the 
Zeeman effect. 

In a different vein, we would like to reiterate here 
what was pointed out by Taylor et a1. [0.1], namely, 
that in relatively low precision experiments such as all 
of the fine-structure measurements just discussed, it is 
not feasible to experimentally inve~tigRtf' possible 
sources of systematic error of a size approaching the 
statistical standard deviation of the mean of the 
measurements. One must rely primarily on theoreti­
cal estimates of such effects. On this basis, it seems 
to us that unless an experimenter has very strong a 
priori reasons to believe that his experimental scatter 
is indeed purely random (i.e., he is doing essentially a 
counting experiment), then he is fooling himself if he 
quotes a final uncertainty which is less than one third 
to one fourth the statistical standard deviation of his 
measurements. If this criterion were to be applied to 
the experiments at hand, any and all discrepancies 
would immediately disappear. However, for the pur­
poses of investigating the overall compatibility of the 
stochastic data to be considered for inclusion in our 
adjustment, we shall retain the original uncertainties 
assigned by the experimenters. 

D. Other Less Precise Quantities 

Here we very briefly di~Cll~S three quantities with 
relatively large uncertainties and which, although of 
great intrinsic importance, play no role as yet in a 
least-squares adjustment of the constants. They are 
the Newtonian gravitational constant, G; the molar 
volume of an ideal gas at s.Lp., VIII; and the Stefan­
Boltzmann constant, (J". This situation may, of course, 
change in th"e future with advances in hoth experiment 
and theory. We also summarize here all of the 
stochastic data to bp, considered for possible inclusion 
in our adjustment" 

24. Newtonian Gravitational Constant, G 

At the prc'~'H'nt tilllp. there exists no verified theoreti­
cal equation rdating (; to any other physical constant. 
Thus, it ('an havC' no direct bearing on the output 
values of ollr adjmdment. Our aim here is simply to 
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TABLE 24.1. Summary of recent -high precision measurements of G 

Publication date 
and author Method 

1930, Heyta Torsion balance 
(oscillation) 

lY4:l, HeyJ and Chrzanowskih 
Same 

1969, Rose, Beams et aLc Accelerating table 

1912, Pontikiad Torsion bulo.nce 
(resonance) 

a Ref. [24.1]. b Ref. [24.2]. c Ref. [24.3]. 
statistical standard deviation of the mean; see text. 

decide on the basis of the available measurements 
what is the current best value of G. For this purpose, 
we consider only the four most recent and precise 
determinations. These are summarized in table 24.l. 

(a) Heyl. In 1930, Heyl (24.1] reported the results of 
his 1925 to 1928 oscillating torsion balance measure­
ments at NBS in which he used three different 
materials for the small spherical masses (balls). He 
'ound for G, in units of 10-'1 m3 's--z 'kg l

: 

Gold Platinum Glass 

6.6782(16), 6.6640(13), 6.6740(12), 

where the quoted uncertainties are the statistical 
standl:in.l Ut:Vll:illUUl; uf the mean:5 of the five individual 

measurements which comprised each determination. 
Unfortunately, Heyl was unable to explain the discrep­
ancy between the platinum value and the gold and 
glass values. Using these uncertainties one finds a 
Birge ratio for the weighted mean of the three 
measurements of RB = 5.2, or a value of X2 of 53 with 
2 degrees of freedom. The assigned uncertainties 
therefore have little significance and we instead use an 
unweighted· mean and obtain 

G = 6.6721(73) X 10- 1I m3 'S-2. kg-I, (24.1) 

where the quoted uncertainty is the standard deviation 
of the observations. (Since thp thrpp mpa~llrpmpnt5l. are 

not consistent, at least one of them contains an 
.unidentified systematic error. The standard deviation 
of the distribution reflects this, whereas the standard 
deviation of the mean would imply that the existing 
systematic errors actually had zero mean.) 
. (b) Heyl and Chrzanowski. In 1940 Heyl and Chrza­

nowski repeated the 1930 experiment with several 

hnprovementsin apparatus and technique [24.2]. Us­
ingplatinum balls and both annealed and hard drawn 

:Jungsten torsion fibers, they found unexplained sys­
-:tematic differences. From sets of 5 separate determi­
:;:Illtions using each type of fiber they found 

Value Uncer-
(10- 11 m3 's-2 'kg- 1) tainly Eq. No. 

(ppm) 

6.6721(73) 1090 (24.1) 

6.6120("9) 740 (24.2) 

6.674(3) 450 (24.3) 

6.67145(10) 15 (944) 

<l Ref. [24.4]. The uncertainty quoted is the 

, Annealed Hard Drawn 

6.67554(51), 6.66854(83). 

In this case the calculated value of X2 is 52 (1 degree 
of freedom). Hence we shall again use the unweighted 
mean 

(24.2) 

Despite the internal inconsistencies both in these 
measurements and in the 1930 measurements. the 
means of the two series are in surprisingly good 
agreement. 22 

(c) Rose, Beams, et al. In 1969, Beams and his 
. collaborator:; [24.3] at tht; Dui vt;nsity uf Virginia re­

ported the first results of their entirely new method for 
determining G which, among other things, requires 
measuring the acceleration of a rotating table. Their 
quoted result is 

(24.3) 

where the assigned uncertainty corresponds to one 
standard deviation and is statistical only. Since their 
original experiments, the University of Virginia group 
has continued to refine its apparatus and to investigate 
possible sources of systematic error. Several problem 
areas have been identified and discussed [24.6, 24.7]. 

(£I) Pontikis_ The most recent and superficially most 

precise determination of G to date would appear to be 
that recently reported in a short letter by Pontikis 
[24.4]. Using the resonance-torsion balance method 
with silver, copper, bronze, and lead balls, he finds 
from ten measurements for each material carried out 
during May,. 1971: 

Silver Copper Bronze Lead 

6.67162(17); 6.67157(17), 6.67122(21), 6.67126(22), 

22 An interesting analysis of the time dependence of the Heyl, and Heyl and Chrzanowski 
measurements is given by Stephenson [24.5]. 

J. Phys, Chem. R.f. Data, Vol. 2, NO'.,4,'1973 
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where the uncertainties are the statistical standard 
deviations of the- means of each series of ten measure­
ments. The weighted mean of these four values is 

(24.4) 

The uncertainty, which is statistical only, is based on 
external consistency but R8 is only 1.1. Unfortunately, 
insufficient information is given in Pontikhs' :;hUll Hute 
to properly evaluate his systematic error. Indeed, he 
obtained a significantly different result from measure­
ments taken in September, 1971 [24.4]. 

We shall adopt in this work the weighted mean of 
the Heyl, and Heyl and Chrzanowski results, eqs (24.1) 
and (24.2): 

G = 6.6720(41) X 10-1\ m3 ·S-2. kg-I (615 ppm). 
(24.5) 

(These two experiments may be considered independ­
ent since they differed significantly in apparatus and 
technique.) We do not include the Rose, Beams, et a1. 
result because the experiment is ~lill underway and 
several disturbing systematic effects have been uncov­
ered since the original publication [24.6, 24.7]. Simi­
larly, we do not consider the Pontikis result at this 
time even though its claimed precision is far superior 
to that of the other three because the value quoted is 
based on only a small portion of Pontikis' total data. 
He iJ:ldicates [24.4] that a paper giving the 1esuIts of 

1000 measurements of G, analyzed as a function of 
time of year and material, will soon be forthcoming. 

25. Molar Volume of an Ideal Gas, V"" and the Molar Gas 

Constant R 

The equatiun uf ~lale uf a perfect or ideal ga~ i~ pV 

= RT; for any real gas one has 

pV = RT[l + B(T)lV + C(T)/V2 + ... ], 

where B, C, ... are the virial coefficients. The gas 
constant R can be found by measuring the pressure of 
a gas at different molar volumes, and extrapolating the 
pV product to zero pressure (infinite volume). It also 
follows that the product 

(25.1) 

where To == 273.15 K is the thermodynamic tempera­
ture23 corresponding to 0 °C [25.1], is the moiar vol­
ume of a perfect gas at standard conditions (t = 0 °C, 
Po = 1 atm24

). 

23 The k@lvlny K. uni.t of th.Ql"modynD.nt'c tem.p@rature. illi;. the f'!'Rof"tin.n 112'!\_1~ t\{ tilp 

thermodynamic temperature of the triple point of water. The cdsius temperature scale is 
defined by t(OC) = T - 273.15. The Celsius scale is not a "centigrade" temperature scale; 
the ice point and steam point (at 1 atmosphere) are 0 = 0.0001 ·C and 99.996 :!: 0.003 "C. 
respectively [25.2). It should be noted that much modern thermodynamic data are referred 
to the triple point rather than the ice point. 

"'The atmosphere (symbol atm) is defined as 101325 Pa, where Pa = pascal = N'm" 
[25.1]. 

J. PhYS. Chem. Ref. Data, Vol. 2, No.4, 1973 

Several extremely careful absolute gas density ex­
periments were carried out by a number of workers 
during the period 1924 to 1941. Because the molecular 
weight of O2 was exactly 32 on the old chemical scale 
of atomic weights, this gas primarily was used for 
these measurements. Batuecas has summarized and 
reviewed the relevant data in two separate publications 
[25~3, 25.4]. The final result recommended in his most 
recent review, using 1 litre = 1000.028(4) cm3 ,2S be­
comes 

Vm = 22413.83 ± 0.70 cm3 'mol- I (31 ppm). (25.2) 

Batuecas, however, has not utilized any of the more 
recent data on the compressibility of gases, which 
yield values of the virial coefficients [25.5], to increase 
the accuracy of the extrapolation of the absolute 
density measurements to zero pressure. This extrapo­
lation, for O2 or N2 , can probably be assigned an 
uncertainty of no better than 10 ppm. It is probably 
not productive to push this accuracy further since 
other sources of error are of the same magnitude. 
More difficult is the accurate determination of pres­
sure; in a mercury manometer one must not only be 
able to measure the height of the mercury column to 
an accuracy of better than 10 p.m but must know its 
purity (and density) to better than 10 ppm. In order to 
know t.he molecular weights of a gas such as O2 or N2 
to 10 ppm requires a determination of the isotopic 
composition to an accuracy of 0.01 percent. 

The quoted uncertainty in eq (25.2) IIlay lhu::; well 
represent the' limit to be achieved in this type of 
experiment even if isotopically separated gases are 
utilized. An alternative approach which is being pur­
sued [25.6, 25.7] is the accurate measurement of the 
velocity of sound. Since the determination of sound 
velocity, (3, from 

(32 = ')' RT/M, (25.3) 

where,), is the specific heat ratio and M the molecular 
weight of the gas, does not require the difficult 
determination of the pressure in absolute units, this 
experiment may be able to yield an accuracy ap­
proaching a few parts per million. 

For the present adjustment we shall accept Batue­
cas' value, eq (25.2). From this one then has 

R = 82.0568(26) cm:t·atm·mol-l.K-1 

= 8.31441(26) J. mol-I. K-I (25.4) 

It should be notcd that thc gas constant R is related to 
the Boltzmann COll5tant Ie by the equation 

k = RIN A • (25.5) 

",. This is II .... alu.· .. I II ... Iii'" ... ·•· .. III" .. ·nded loy the 11th General Conference of Weights 
and M.·""",·, (C:( :1'1\1111%01. ,1.·li",," liS Ihe vulume of 1 kg of pure water at its maximum 
.I'·lIsily. This .1.·li,1I1i"" w," ,,/'1"1(111,,1 loy Ihe 12th CGPM (1964) which recommended thai 
"Ih,· 11111111' Ii.,,· ,1,,,,,1.1 ""' I .. · "lIIpluyed to give results of high accuracy volume 
111"""111"'111"""" I,u' ./.·..!,".·.1 111111 II ... wunl "may be employed as a special name for lhe 

c·llhi.· dr·c·in..-I "," '1.~J. I J. 
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26. Stefan-Boltzmann Constant, (]' 

The Stefan-Boltzmann constant is of interest over 
nnd above its practical use in the field of absolute 
rndiometry because of its relationship with other 
fundamental constants. The theoretical expression for 
(T is [0.1]: 

(j = 2'1T5k4/15h3c2 , 

which becomes, using eq!5 (25.5) aud (25.1), 

(26.2) 

The 31 ppm uncertainty in Vm [eq (25.2)] is by far the 
largest uncertainty associated with the quantities ap­
pearing on the right-hand side of this equation. The 
implication is that for an experimental determination 
of (J to carry the same weight in an adjustment as the 
present best value of Vm , it must have an uncertainty 
of order 125 ppm. Unfortunately, the present best 
experimental value of (J", that recently obtained by 
Blevin and Brown [26.1] at NSL, has an uncertainty of 
approximately 500 ppm: 

(26.3) 

(We have converted Blevin and Brown '8 originally 
quoted 99 percent confidence level uncertainty to a 
standard deviation. Their paper should also be con­
suIted for a summary of previous determinations of (J".) 
Clearly, it would not be productive to include (J" in our 
adjustment at this time. Instead, we shall simply 
calculate a best value of (J from eq (26.2) using the 
final output values of our adjustment and the Batuecas 
value for Vm , eq (25.2). Improved measurements of (J" 

could, of course, alter this procedure in future adjust­
ments. 

27. Summary of The less Precise Data 

Table 27.1 summarizes the less precise data dis­
cussed in sections 12 through 23. (The equation 
numbers used in the text for these quantities are 
indicated in the column headed "Eq. No.") The data 
of table 27.1 will constitute the stochastic. input data 
which will be considered for possible inclusion in our 
least-squares adjustment. The required auxiliary con­
stants will be taken frorn LaLIt: 1l.1. Tht: It:alSOll 

n SI69 /n is not assumed to be an auxiliary constant will 
be explained in section II.A.29. 

We have. of course. already eliminated from table 
27.1 some of the experimental results giv'en in sections 
12 through '23. Throughout our discussion of the less 
precise data, we have anticipated this deletion by 
pointing out when we believed there· was sufficient 
cause to exclude a particular result. In summary, 
those items which might have been considered for 
inclusion but which have already been discarded and 
the reasons for doing so, are: 

Equation (12.6), ABI69/A (VNIIM current bAlance): 
The final analysis of the current distribution correction 
hal!! not yet been completed. 

Equation (13.3), F (Bower, iodine coulometer): The 
experiment was preliminary and systematic effects 
have not yet been investigated. 

Equations (15.1) to (15.6), M;JILN (various, low preci­
sion): These values have uncertainties much larger 
than the two sub-ppm determinations. 

Equation (16.4), A (Tyren): The uncertainties associ­
ated with the AlKa x-ray line preclude the use of this 
result. 

Equation (16.6) and (17.4), A and N AA3 (Deslattes 
and Sauder, 'x-fay-optical interferometer): The experi­
ment was preliminary and several systematic effects 
have yet to be investigated. 

TABLE 27.1. Summary of the stochastic input data to be considered for use in the present work as discussed in sections 12 through 23 

Publication date Uncer-
and author Quantity Method Value tainty Eq. No. 

(ppm) 

Derived sec. II.A.4 OBI6!1 /O Calculable 0.99999946(19) 0.19 (4.4) 

from data of Thompson capacitor 

1968, Driscoll and Olsen AB169 /A NBS Pellat 1.0000018(97) 9.7 (12.1) 

balance 

1958, Driscoll and Cutkosky AB169 /A NBS current O.9999988(77} 7.7 (12.2) 

balance 

1965, 1970, Vigoureux AS169 /A NPL current 1.0000000(55) 5.5 (12.3) 

halance 

1%0. Craig etal. F SilvPT-pprr.hlorir. 9.648672(66) X 6.8 (13.1) 

acid coulometer 1()4 AS169 's'mol- ' 

19M, Marinenko and Taylor F Benzoic and 9.648695(93) X 9.6 (13.2) 
oxalic acid 10" AB169 's'mol- 1 

coulorneters 

J. Phys. Chem. Ref. Data, Vol. 2, No.4, 1973 
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TABLE 27.1. Summary of the stochastic input data to be considered for use in the present work as discussed 
in sections 12 through 23-Continued 

Publication date Uncer-
and author Quantity Method Value tainty 

(ppm) 

1968, Hara et al. "1/: Low field 2.6751156(107) x 4.0 

IOHs-I'TIl(;;~ 

1972, Olsen and Driscoll Y,! Low field 2.675137()(54) x 2.0 
lOHs-1 . T 1l~;:1 

1965. VigoUTt'ux I',~ Low field 2.6751187(107) x 4.0 
lOHs-1 ·TIlif.~ 

1971, Malyarevskaya, Studentsov, and Shifrin 1',: Low field 2.6751100(161) x 6.0 
lOHs-1 . T Ill~~ 

19M, Yagola, Zingerman, and Sepetyi "I,~ High field :l.67513U(2U1 x 7.4 

10H ABIt;~' s· kg-I 

1971. Kibble and Hunt I'/~ High field 2.675075(43) x 16 
lOHABltI~' s· kg-I 

1972, Mamyrin. Aruyev, and Alekseenko p.,:i p., 'lass spectrometer 2. 7927738( 12) 0.43 

1972. Pt."dq cUll I \1olrb J.1.,;fp., Olllt'galrllll 2.7927748(23) 0.02 

1931, Bearden (revised 1964. ,\ Plane ruled 1. 002027(.33) .33 

I. Henins amI Bearden) grating 

1971. A. Henins ,\ Plant' ruled 1.0020655(98) 9.8 

grating 

19M. Spijkerrnan and Bearden ,\ he/e. short 1.002041(33) 33 

wawit'llgth lilllil 

1964. l. Henins and Bearden ,v \,\:l X-ray ('ry,.;lal 6.059768(95) x 16 
'J'l -1 

dt'nsity (Si) 10-'11101 

1965. Bearden V \,\:l X-ray ('rrs/al 6.05961(17) X 28 
'r, --I 

dell"it)' (calcile) 10-' mol 

1964. Knowles he Ele('tnlll-pilsilron 24.21-l16(37) x 15 -', 
annihilal ion-Ta 10 ' kXlI 

1971. Van Ass('he A(,' Electron-positron 24.21315(80) x 33 

et al. annihilalion-Ta 10 -:1 kxu 

1971. Wesley and Rich (revised 1972. -1 Electron anomalolls 137.03563(42) 3.1 a 
Granger and Ford) moment. plu~ Iheory 

1972. Crowe. Williams et aJ. p.,./ p." \1110n I.re('("ssion 3.1833467(82) 2.6 

1970, Hutchinsoll el al. p.,./ /-L,. \-luon precession 3.18.3356(31 ) 9.6 

1970, DeVoe, Telegoi, et al. (revised 1972, p.,./ J.1./. \1uonium Zeeman 3.183350(15) 4.7 

Jarecki and Herman) Iransitions 

Derived sec, II.C.22 from Chicago "'thr. !Vluonium 4463303.8(1.8) kHz 0.40 

and Yale data 

1970, Hellwig et al.; 1971, Essen, et al. a 
-I 

"Hhfs, hydrogen 137.03597(22) 1.6 

maser. plus theory 

1972, Baird el al. 
-\ Fine-strueture 137.03544(54) 3.9 a 

splitting ~ in H. 
n = 2, plus theory 

1971, Kaufman, Lamb, et al. a 
-\ (Ll£- S) splitting 137.03416(20) 1.5 

in H, n = 2, plus 
theory 

1971, Shyn et aL a -\ Same 137. 03508( 46) 3.3 

1970. Cosens and Vorburger a 
-1 Same 137.03563(31) 2.3 

J. Phys. Chem. Ref. Data, Yol. 2, No.4, 1973 

Eq. No. 

(14.0 

(14.2) 

(14.3) 

(14.4) 

(14.5) 

(}4.6) 

(15.7) 

(lj.O) 

(16.3) 

(16.5) 

(16.71 

(}7.11 

(}7.2) 

(18.2) 

00.3) 

(19.8) 

(21.1) 

(21.2) 

(21.5) 

(22.2) 

(:lZ.o) 

(23.4) 

(23.5) 

(23.6) 

(23.7) 

Downloaded 04 Jun 2011 to 129.6.13.245. Redistribution subject to AIP license or copyright; see http://jpcrd.aip.org/about/rights_and_permissions



LEAST SQUARES ADJUSTMENT OF THE FUNDAMENTAL CONSTANTS 703 

Equation (l8.1), he {Knowles, H20): At best, the 
experiment was highly preliminary. 

Equation (23.8), a- 1(vOl)(Kponou, Hughes, et a1.): 
The present theory of the helium fine-structure has not 
been carefully checked. 

We note that there are 31 items of stochastic data to 
be considered. 

III. Analysis of Stochastic Input Data 

We now turn our attention to the analysis of the 
stochastic data summarized in table 27.1. The WQED 
and QED data will first be considered separately, and 
then together. The tools we use for our investigations 
include the simple weighted mean of like constants, 
certain equations which relate the constants of interest 
to each other, and a large number of least-squares 
adjustments in which various input items are systemat­
ically deleted (a so-called analysis of variance [0.1]). 
Our statistical tools will be lhe Birge ratio. RR. and X:-. 
In genenu, we shall investigate the agreement of like 

,data before investigating the agreement of dissimilar 
data. 

A. The WQED Data 

Here we look at the overall consistency of the 
WQED data, that is, the first 21 items of table 
27.l[eqs (4.4) through (18.3)]. . 

28. Inconsistencies Among Data of th~ Sam~ Kind 

Table 28.1 summarizes an analysis of the similar 
WQED data using their weighted means. Column one 
gives the quantity in question and column two the 
items (as indicated by their Eq. Nos.) used in comput-

ing these means. The sixth column gives X2 and the 
number of degrees of freedom, v. (Here, v equals the 
number of items minus one.) The last column gives the 
approximate probability that a value of X2 as large or 
larger than the observed value can occur by chance.26 

It should be noted that a small probability indicates 
that the data are apparently inconsistent; they differ 
by relatively large amounts compared with their as­
signed uncertainties, thereby implying that these un­
certainties may have been underestimated. On the 
other hand, a probability near unity implies that the 
data are highly consistent; they differ by amounts 
much smaller than their assigned uncertainties, 
thereby implying that these uncertainties may be too 
large. A small value of X2, while still equally as 
improbable as a large one, is not particularly trouble­
~urne; we shall therefore take the conservative ap­
proach and refrain from reducing any uncertainties. In 
contrast, inconsistent data are a major concern in any. 
adlustment and we shall seriously· consider the possi­
bility of expanding the relevant assigned uncertainties 
when the circumstances would appear to warrant 
doing so. 

With these remarks in mind and taking the usual 5 
percent probability level as the critical "point of 
concern", we note that none of the d.ata are in such 
disagreement as to be a major problem. Nevertheless. 
we are somewhat disturbed at the obvious difference 
between the NBS low field value of 'Y~, and those 
obtained in ETL. NPL, and VNIIM which are clearly 
in t:xc.:t:lleuL iigreement among themselves. (The NBS 
result exceeds the mean of the other three by (7.9 ± 
3.2)ppm.) This concern is due to the critical role 
'Y~(low) plays in determining a WQED value of a and 

•• , These probabilities have been obtained from ref. [14.18]. p. 978. 

TABLE 28.1. Summary of analysis of WQED data of the same kind 

Eq. nos. of Weighted Uncertainty Birge '>lllv, Approximate 
Qnantity data used mean a 

(Pl-t11I) ratio, NB v = degrees probability 
of freedom 

K (12.1), (12.2), (12.3) 1.0000000(41 } 4.1 0.17 0.06//2 0.97 

f' (13.1), (13.2) 9.648679(54) 5.6 0.21 0.04//1 0.84 

'Y~(low) (14.1), (14.2), (14.3), 2.6751289(42) 1.6 1.43 6.13//3 0.11 
(14.4) 

NBS deleted (14.1), (14.3), (14.4) 2.6751158(68) 2.6 0.32 0.20//2 0.90 

.,~(high) (14.5), (14.6) 2.6751205(180) 6.7 1.16 1.35//1 0.24 

P~/Jl.N (15.7), (15.8) 2.7927740(11) 0.38 0.39 0.15//1 0.70 

i\ (16:3), (16.5), (16.7) 1.0020609(91 ) 9.1 0.89 1.59//2 0.45 

N~/I.:1 (17.1), (17.2) 6.059730(83) 14 0.82 0.67//1 0.41 

~. (18.2), (18.3) 24.21398(33) 14 1.15 1.311/1 0.25 
;;.;.::,t.::;;'~ --- . 

J. PhYI. Chem. Ref. Data, Vol. 2, No.4, 1973 
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the fact that the NBS result has the smallest assigned 
uncertainty. But we shall postpone deciding if any of 
the 'Y~(low) uncertainties should be modified until the 
consistency of all of the WQED stochastic input data 
is investigated. 

29. Inconsistencies Among Data of Different Kinds 

We first investigate the overall agreement of the 
WQED data utilizing equations which relate one 
constant to another, and then more thoroughly by 
means of an analysis of variance. On the basis of these 
investigations, we shall decide· how the data may best 
be handled in order to obtain our recommended set of 
WQED constants. (The actual values for these con­
stants will be given in part IV.) In those cases where 
one can conveniently isolate a particular constant, the 
"one dimensional" approach is especially useful be­
cau::~eof its relative simplicity and the ea:o;e with which 

its results may be understood. One of the equations of 
interest has already been given in section II.B.14: 

(14.12) 

and may be used to check the compatibility of the 
measurements of the conversion factor K and the low 
and high field measurements of 'Y~ in the following 
way: We note that the ETL, NPL, and VNIIM 'Y~(low) 
values are in excellent agreement (see table 28.1) and 
yield a weighted mean of 2.6751158(68) x 108 

S-I 'TBI~9 (2.6 ppm). When separately combined with 
the KhGNIIM and NPL high field results using 
eq (14.12), the result is 

KhGNIIM: K = 0.9999973(39) (3.9) ppm, (29.1a) 

NPL: K = 1.0000076(81) (8.1) ppm. (29.1b) 

If the NBS low field 'Y~ result is used in place of this 
weighted mean, the result is: 

KhGNIIM: K = 1.0000013(38) (3.8) ppm, (29.2a) 

NPL: K = 1.0000116(81) (8.1) ppm. (29.2b) 

The indirect values of K given in eqs (29.1) and (29.2) 
may now be compared with the weighted mean of the 
three direct measurements of K which are in excellent 
agreement (see table 28.1): 

NBS, NPL (direct, wtd. mean): 

K=1.0000000(41) (4.1) ppm. (29.3) 

It may be concluded from the comparison that there 
are no outstanding discrepancies among these data. 
although the direct determinations of K are in slightly 
better agreement with the ETL, NPL, and VNIIM 
values of 'Y~(low) than with the NBS value. However. it 
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is not statistically significant. (The differences between 
eqs (29.1a) or (29.1b), and (29.3) are, respectively 
(-2.7 ± 5.6) ppm, and (7.6 ± 9.1) ppm; bet.ween eqs 
(29.2a) or (29.2b), and (29.3), (1 .. 3 ± 5.6) ppm, and 
(11.6 ± 9.1) ppm.) Of more importance is the fact that 
these indirect values of K have accuracies comparable 
with the directly determined values and will therefore 
be a significant factor in determining the final value of 
this quantity in our adjustment. 

The second equation we shall use is [0.1] 

F = Mp'Y~(1ow) Mp'Y~(high) (29.4) 
K2 JL~ I/LN JL~/ /LN 

where it is understood that F, K, and 'Y~ are to be 
expressed in terms of the same as-maintaine4 electri­
cal units (BI69 units in the present case). Taking Mp 
as given in table 11.1, K (as needed) equal to the 
weighted mean of the three highly compatible direct 
determinations (table 28.1), and /L~/JLN equal to the 
weighted mean of the two high precision determina­
tions which are also in good agreement (table 28.1), we, 
finrl from the value!'! of 'Y~ inrticatert (in units of 
AB169 ' s' mol-I) 

ETL, NPL, VNIIM: F 8169 = 96484.04(82) (8.5 ppm), 
(wtd. mean) (29.5a) 

NBS: 

KhGNIIM: 

NPL(high): 

F Blfj9 = 96484.80(81) (8.4 ppm), 
(29.5b) 

F BI69 = 96484.56(71) (7.4 ppm), 
(29.5c) 

F BI69 = 96482.57(1.55) (16 ppm). 
(29.5d) 

These indirect values of the Faraday may be compared 
with the weighted mean of the two direct NBS Faraday 
measurements which are in good agreement with each 
other (see table 2H.l): 

NBS (direct, wtd. mean): 

F Hili!! = 96486.79(54) (5.6 ppm). (29.6) 

The comparison shows that this direct value exceeds 
the four indirect values [eq (2~.5)] by, respectively, (29 
± 10) ppm, (21 ± 10) ppm, (23 ± 9.3) ppm, and (44 ± 
17) ppm. These differences, taken together, imply that 
the directly determined values of F are in disagree­
ment with the available K, 'Y~, and JLMJLN data. Indeed, 
if all of the latter data are combined in a least-squares 
adjustment in order to determine a single best indirect 
value of F ,27 we find 

indirect: 
(least-squares) 

F 6169 = 96484.33(50) (5.2 ppm). 
(29.7) 

. ::;~lli" adjustment, the input items were eqs (12.1) (12.2), (12.3), 04-.1) through (14.6). 
alld 11;1.7),,1111 (15.8). >f is 7.77 (8 degrees of freedom), and RR = 0.99. 
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Thedrrect value, eq (29.6), exceeds this result by (26 
.;t ~7.6) ppm. It must therefore be concl uded that the 
;'araday determinations are sufficiently discrepant that 
·.eenous consideration must be given to the possibility 
()f excluding them from our adjustment. 

The present Faraday situation is, of course, reminis­
cent of that faced by Taylor et al. in their 1969 
adjustment in which the indirect v~ues of F implied 
py the so called "low values" of ILMJA-N were in good 
agreement with the NBS Craig et ale Faraday measure­
ment, but the indirect values of F implied by the "high 
Y81ues" of JL~/JLN were in disagreement with it. Primar­
ily on this basis, Tayloret ale discarded the two high 
values of IL~/JLN' retaining the low values and F. In the 
present case, the very high precision of the two JL~/ JLN 
measurements and their excellent agreement point the 
fingp.r of sllspicion nnequivocally at the Faraday meas­

urements. 
The final quantity we consider by means of simple 

equations is A. It may be shown [0.1] that 

A (29.S) 

where Ac is to be expressed in kxu and R <Xl in m- I
• 

Since the uncertainties of the two experimental values 
of Ac, eqs (18.2) and (1S.3), are of order 15 and 30 
ppm, respectively, the value of a-I used in this 

equation is not critical. Anticipating the result of our 
adjustment, we shall assume a-'-I = 137.0360 ± 1 ppm. 
Taking Roo as given in table 11.1 then yields 

Knowles: A = 1.002021(15) (15 ppm), . (29.9a) 

Van Assche et al.: 
A = 1.002063(33) (33 ppm). (29.9b) 

These indirect values may be compared with the 
weighted mean of the three more or less direct 
determinations which are in good agreement (see table 
28.1): 

direct: A = 1.0020609(91) (9.1 ppm). 
(wtd. mean) (29.10) 

Although eqs (29.9b) and (29.10) are obviously highly 
consistent, a comparison of eqs (29.9a) and (29.10) 
shows that the latter exceeds the former by (40 ± IS) 
ppm. Thus, the x-ray data may well provide us with 
another discrepancy of serious proportions. 

. We now turn our attention to a least-squares 
analysis of the WQED data. We take as the unknowns 

or "adjustable constants" a-I, K, N A, !lBI6J!l, and A. 
All of the WQED stochastic data may be individually 
expressed in terms of this set of variables with the aid 
of appropriate auxiliary constants (table 1l.1). Our 

TABLE 29.1. Observational equations used in the present adjustment 

Quantity Equation" 

ABI69 /A == K K = {K} 

'Y~(high field) 

A 

-1 a 

A = {A} 

N\A:1 = {lY .\A:~} 

a
2A -I = 2 X 10- 10 Rx{>..c} 

a-I={a- I } 

IL = {IL} 

V\1hfs 
:2 3(1 + m)m,j~ [1.00019721(201)] 

a p. = 16RxC(IL)I-LB)(IL/ILB) {v\lIld 

a The braces indicate numerical value only. 
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variables differ from those used by Taylor et al. [0.1] 
(namely, a-I, e, K, N A, and A), for two reasons. First, 
since (2elh)BI69 is now an auxiliary constant, the 
elementary charge, e, can be expressed in terms of the 
new variables and (2elh)BI69: 

aK(OBI69 10) 
e = c(lLo /4)(2eIh)BI69 

(29.11) 

Thus it is no longer stochastically independent of the 
oLlIer adjusLable variable:; amI limy be eliminated from 

the least-squares solution. Second, the uncertainty in 
the two best experimental determinations of IL~IILN is 
at the parts in 107 level, quite comparable with the 
21107 uncertainty in OB\t\9/O which enters the observa-

tional equation for ILPlILN to the second power. Since 
OBI69/0 also enters the observational equations for ,,;) 
(low) and ,,~(high), and must be used to obtain a best 
value of VBI69/V from K, it is necessary to considerit 
an adjustable quantity, thereby properly taking into 
account its correlations with the other data. 

The various observational equations for the quan­
tities of intereSt are summarized in table 29.1. (Note 
that we have used the symbols R == OBI69/0 and J-t == 
1L,JlLp.) The last three equations are for the QED data 
and do not concern U~ here; they will he di~\;u::;~ed in 
sections III. C.30 and 31. The braces indicate numeri­
cal value only, and the subscript BI69 means, of 
course, that the quantity in question is to be expressed 
in BIPM 1 January 1969 units as discussed in sections 

TABLE 29.2. Summary of least-squares adjustments involving the WQED data only 

2 Xliv, Adjusted values, Xi
a 

Adjust. Eq. Nos. Birge v = degrees 
No. of items ratio, of Ai 

deleted R8 freedom 
-1 K IVA A a e 

1 None 1.50 30.021/10 0.40;:!: 0.78 -3.7 ;:!: 2.4 ,-5.5 ;:!: 2.0 16.4;:!: 3.8 -4.62..4.0 

2 (18.2) 1.27 24.201/15 0.65 ± 0.78 -3.7 ± 2.4 -5.2 ± 2.0 15.7 ± 3.8 -0.8 ± 4.2 

3 (18.2), (13.1), (13.2) 1.05 14.44//13 0.85 ± 0.78 1.3 ± 2.8 0.0 ± 2.6 5.0 ± 5.1 2.0 ± 4.3 

4 (18.2), (15.7). (15.8) 0.94 11.48/1l3 0.87 ± 0.78 2.2 ±2.9 0.9 ± 2.6 29.9 ::±: 5.5 -4.6:±: 4.3 

5 (18.2). (12.1). (12.2), 1.35 21.96//12 0.84 ± 0.79 -5.5 ::±: 2.7 -6.9 ± 2.3 18.8::±: 4.3 -1.6::±: 4.2 
(12.3) 

6 (18.2), (14.5). (14.6) 1.13 16.52//13 0.53 ± 0.78 -6.7 ::±: 2.6 -8.3 ::±: 2.3 22.0 ::±: 4.6 -2.5 ::±: 4.2 

7 (18.2), (12.1), (12.2), 
(12.3), (14.5), (14.6) 1.01 10.131110 0.84 ± 0.79 -ILl::±: 3.2 -12.5::±: 2.8 29.9 ::±: 5.5 -4.6 ::±: 4.3 

8 (18.2), (14.2) 1.19 19.811114 2.6 ::±: 1.2 -7.2 ::±: 2.9 -6.8 ± 2.1 16.8 ::±: 3.8 -1.2 ::±: 4.2 

9 (18.2), (14.1), (14.3). 
(14.4) 1.20 17.32//12 -0.88 ± 0.98 -1.0 ::±: 2.6 -4.0 ::±: 2.0 14.8 ::±: 3.8 -0.6 ± 4.2 

10 (18.2\, (13.1\, '.13.2), 
(12.1), (12.2), (12.3) 1.20 14.38//l0 0.85 ± 0.79 1.3 ::±: 3.6 0.0 ± 3.4 5.0 ± 6.6 2.0 ::±: 4.4 

11 (18.2), (13.1), (13.2), 
(14.5), (14.6) 1.07 12.56//11 0.76:!: 0.79 -0.7 ::±: 4.0 -2.1 ± 3.9 9.3 ::±: 7.9 0.8 ::±: 4.5 

12 (18.2), (13.1), (13.2), 
(14.2) 0.84 8.55//12 3.2 ± 1.2 -2.4 ::±: 3.2 -1.4 ± 2.7 S.5 ::±: 5.1 1.8 ::±: 4.3 

13 (18.2), (13.1), (13.2), 
(14.3), (14.4) 0.92 8.511110 -0.58 ± 0.99 3.6:!: 3.0 n.H ± 2.6 4.7 ::±: 5.1 2.1 ::±: 4.3 

14 (18.2), (13.1), (13.2), 
(16.3), (16.5), (16.7), 
(18.3) 0.97 8.44//9 0.86 ± 0.79 2.:~ .' 2.1) fI.l) , 2.6 3.1 ::±: 5.2 7.0::±: 4.9 

15 (18.2), (13.1), (13.2), 
(17.1), (n.~) U.92 9.::15/111 U.H6 ± O.7H 2,:1 , !..'J 0.') .:!: 2.(} 3.1 ~ 5.2 -14.1 ~ 8.7 

-----

a The numbers given are the differences in ppm between the adjusted valU(~s Xi allol IIII' fulluwillg I~xad fiducial values Xoi : 

a;1 = 137.0360; eo = 1.602185 X 10- 19 C; Ko = 1.000000; N AO = 6.022020 X I IF' 111 .. 1 I ; ;\" I.00207S. That is, Xi = Xoi [1 + Ai X 10-6
]. 
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ltA.2 and 4; A, N AA3, and 'A.c are to be expressed in 
kxu. 

Table 29.2 summarizes a series of least-squares 
~djustments involving the 21 it~ms of WQED stoch.as­
tic data with a-I, K, N M R and A as the fIve 
unknowns. The purpose of the table is to give some 
indication of the compatibility of the data and the 
variability of the adjusted values of a-I,:, K, N A, and 
A for different selections of input data. R has not heen 
8hown because it varies very little; e is calculated from 
eq (29.11) and its uncertainty obtained from the error 
matrix in the usual way. (A discussion of, the error 
matrix and its use is given briefly in section IV.B.SS. 
For more details see Taylor et a1. [0.1) or Cohen et a1. 
[29.1, 29.2].) The table is more or less self explana­
tory, and we therefore limit ourselves to general 
remarks intended as a guide to the various adjust­
ments. 

Adjustment No.1, which involves all of the WQED 
data (the first 21 items of table 27.1), has a Birge ratio 
(or X2 ) sufficiently large that it must be concluded that 
the data are incompatible. This is due in part to the 
Knowlp," ~c TP,"Ult, pt] (18.2), the largest single contrib­
utor to X2; its normalized residual is 3.30. 28 Deleting 
this one item reduces X2 by 11.82 (adjustment No.2). 
Indeed, the Knowles Ac result is so clearly discrepant 

.' The normalized residual for a particular stochastic input datum. rl, is the deviation of 
tbe datum from ils leasl·squares adjusted value divided by (or normalized to~ the a priori 

," 
uncertainly of the datum. Since X' is equal to j~,'7 and the expectation value of 

X' is N-}=p=derg:ees of freedom, where N is the total, number of input items and) is the 
number of unknowns, the average contribution of each rf to x' is (N - } liN . Thus. if a 
particular input datum has a normalized residual much in excess or unity. the datum is 
incompatible with the remaining data. ISee ref. [0.1] for a further discussion.) 

with the other data that it must he excluded from 
further consideration. (Taylor et aI. came to this same 
conclusion [0.1].) 

The ,effect of deleting the suspect Faraday data is 
shown in adjustment No.3. The Birge ratio becomes 
very nearly equal to unity; and significant shifts occur 
in e, K, N A, and A, especially in N A' The latter arises 
because N A=Fle, and e depends only weakly on ,F 
through a and K [see eq (29.11)]. The close relation­
ship between F and IL~/ILN indicated by eq (29.4) is 
shown by the results of adjustment No.4 in which the 
two high precision measurements of IL~IILN are deleted; 
RR is less than 1. and N A changes by some 25 ppm 
(-5 standard deviations). Thus, as previously noted, 
the Faraday discrepancy is mainly a discrepancy 
between the values of F and J.t~IILN' Since according to 
eq (29.4), F and IL~/ILN are coupled to each other 
through K and y~, it is of interest to see what occurs 
when these quantities are deleted and F and JL~/JLN 
are retained. This is shown in adjustments No. 5 
through 9 in which the three-direct measurements of K 
are deleted (No.5); the two high field y; values are 
excluded (No.6); both the K and )'~ (high) measure­
ment5 are deleled (Nu. 7); tlte NBS value uf y~ (luw) hs 
deleted (No.8); and the ETL, NPL, and VNIIM values 
of 'Y~ (low) are excluded (No.9). A comparison of 
adjustments No. 8 and No. 9 is of particular interest 
because it clearly shows the critical dependence of a 
on the different values of y~ (low). (See also adjust­
ments No. 12 and 13.) This will be discussed in 
greater detail in section III. C.31. 

The last six adjustments give an indication of how 
the data interact when the Faraday measurements are 

TABLE 29.3. Summary of least-squares adjustments involving the WQED data with selected expanded uncertainties 

')/11 v, Adjusted values, x/a 

Adjust. Eq. Nos. of Birge v degrees 
No. items ratio, of Aj 

deleted RB freedom l 1 1 I -I 
e K NA A ex 

y;(low) uncertainties expanded by 1.43 

16 None 1.43 32.62//l6 0.0 :!: 1.1 -2.9 :!: 2.7 -5.1 ::!: 2.1 16.1 ::!: 3.8 -4.5 :!: 4.0 

17 (18.2) 1.18 21.03//15 0.5 ::!:: 1.1 -3.4::!:: 2.7 -5.1 ± 2.1 15.6 ± 3,8 -0.8 ± 4.2 

18 (18.2), (13,1), (13.2) 0.93 11.311113 0,9 :t 1.1 1.3 :!: 3.1 0.0:t 2.6 5.0 :t 5.1 2.0 ± 4,3 

')'~(low) and x-ray data uncertainties expanded by 1.43 and 1.28, respectively 

19 None 1.28 26,18//16 0.2 :t 1.1 -2.9 :!: 2.7 -5.0 :t 2.1 15.6 ± 3.8 -4.4 ± 5.1 

20 (18.2) 1.13 19.021115 0.5 ± 1.1 -3.2 :t 2.7 -4.9 :t 2.1 15.3 ± 3.8 -0.7 ± 5.3 

21 (18.2), (13.1), (13.2) 0.82 8.751/13 0.9 :t 1.1 1.6 :t 3.1 0.3 :t 2.6 4.3 :t 5.2 2.1 ± 5.3 

/I See footnote, table 29.2. 
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deleted along with other quantities. In adjustment No. 
10, the three values of K are deleted; in No. II, the 
two values of 'Y;(high); in No. 12, the NBS result for 'Y; 
(low); in No. 13, the other three values of 'Y~(low); in 
No. 14, the more or less direct values of A including 
Van Assche et al. 's AC result; and in No. 15, the two 
N AA3 results. The latter two adjustments deserve 
special attention because they clearly show the differ­
ence between the value of A implied by the three 
direct measurements and the Van Assche measure­
ment of Ac,and that implied by the two N AA3 

determinations; there is a 21 ppm difference between 
the two. With regard to the x-ray data, we note that 
they playa very small role in determining the values of 
any of the constants except A (compare adjustment 
No.3 with either Nos. 14 or 15). 

. It was pointed out in the previous section that the 
overall agreement of the low field 'Y~ measurements 
was less than satisfactory in view of this quantity's 
critical role in any adjustment. We have therefore 
investigated the effect of expanding the a priori 
uncertainties of the four low field values by the Birge 
ratio associated with their weighted mean, namely, by 
the multiplicative factor 1.43 (see table 28.1. line 3). In 
other words, we reassign uncertainties to the 'Y~(low) 
data which are based on external consistency (Uf;) 
rather than use their a priori assigned uncertainties. 
Table 29.3 (first portion) gives the results of three 
adjustments in which the uncertainties of the 'Y~(low) 
determinations have been increased by the above 
factor. In comparing these adjustments to their coun­
terparts in table 29.2 (Le., Nos. 16, 17, and 18 with 
Nos. 1, 2, and 3) we see that RB has decreased, that 
the values of the adjusted constants have changed by 
relatively small amounts, and that their uncertainties 
have increased. We believe these increased uncertain­
ties are more realistic in view of the variation in the 
adjusted constants with the choice of input data even 
after the highly discrepant data are deleted (Knowles' 
AC value and the two values of F). 

In this same vein, we note that in adjustment No. 
18, the contribution of the six items of x-ray data to 

the overall X2 is 6.54. Assuming that these six items of 
data determine the two quantities N A and A, the 
implied Birge ratio is [6.54/(6-2)]1/2 1.28. (Adjust­
ment No.3, in which the a priori uncertainties 
assigned the 'Y~(low) data are not expanded, yields the 
same factor since the x-ray data are only weakly 
coupled to the other WQED data.) The effect of 

expanding (multiplicatively) all of the x-ray data uncer­
tainties by this amount is shown in the bottom portion 
of table 29.3. Clearly, the remarks made above 
concerning the effect of expanding just the 'Y~(low) 
uncertainties apply here as well. In particular, in 
comparing adjustment No. 21 with No.3, it may be 
seen that any changes in the numerical values of the 
adjusted constants are only small fractions of their 
uncertain ties. 

In conclusion, we believe that adjustment No.2] 
represents the most reasonable way of handling the 
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WQED data. The increased uncertamtIes in the ad­
justed constants resulting from expanding the a priori 
uncertainties of the 'Y~(low) and x-ray data more nearly 
reflect the overall variability of the values of the 
adjusted constants with the particular selection of 
input data. The normalized residuals of the 18 items of 
input data are less than unity, the only exceptions 
being the NBS 'Y~(low) result, the NPL 'Y~(high) result, 
and the 1931 Bearden-Henins value of A [eqs (14.2), 
(14.6), (16.3)]. For these, ri = 1.09, 1.20, and 1.17, 
respectively, which are not unreasonable. The overall 
value of X2 = 8.75 for the adjustment (13 degrees of 
freedom) is quite satisfactory (R B =0.82). We do not 
believe that our approach is too conservative as one 
might assume at first glance from this value of X2 
because two groups of data are in such abnormally 
good agreement. among themselves that their own 
internal X2' contributes very little to the overall X2 (K 
and J-t~/J-tN; see table 28.1). Indeed, if adjustments are 
carried out in which we use eight input equations, 
each representing the weighted mean of each of the 
different kinds of WQED data in table 27.1 (excluding 
Knowles' AC result and the two Faraday measure­
mp.nts). then we find )(2 = 4.50 for the adjustment 
corresponding to No. 3 (R B = 1.22); X2 =4.50 for the 
adjustment corresponding to No. 18 (R B = 1.22); and 
X2 =2.82 for the adjustment corresponding to No. 21 
(R B =0.97). In each, the number of degrees of freedom 
is 8 - 5 = 3. Since. X2 for such adjustments depends 
only on the compatibility of dissimilar kinds of data 
rather than on the compatibility of both similar and 
dissimilar data, the 2.82 value for X2 for 3 degrees of 
freedom gives perhaps a clearer picture of the general 
agreement of the data used in our "best" WQED 
adjustment, No. 21. 29 (The probability for v=3 that a 
value of X2 as large or larger than 2.82 can occur by 
chance is 0.42.) 

B. The QED Data 

We shall now consider the overall consistency of the 
QEU data, that is, the last 10 items of table 27.1 [eqs 
(19.8) through (23.7)]. These 10 data involve the two 
quantities a- I and i-LIL/ J-tp. There are three direct 
determinations of p..,./p..P7 six determinHtionlii of a-I 

(anomalous electron magnetic moment, fine-structure 
measurements, and hydrogen hyperfine splitting), and 
one measurement which combines the two (muonium 
hyperfine splitting). 

30. Inconsistencies Among the QED Data 

Table 30.1, which is the QED counterpart of table 
28.1, summarizes an analysis of the similar QED data. 

"H Oil" lIIay distillguish between an "intra" )(. component arising from the variability of 
lik.· i"·",, "I' illput data: and an "inter" )(. component arising from the consistency of 
dissilllilar it"lIIs of input data. In table 28.1, X· is solely of the "intra" variety. For 
... .... Io·lIs".1 ... Ijnstlllent' ~uch as are being discussed here, X' ·is solely of the "inter" variety. 

X" fur adjnst lII"nts such as No~. 1 through 21 arises from both intra and inter data 

\'ariahihl), and ('unsislency. 
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TABLE 30.1. Summary of analysis of QED data of the same kind 

Eq. Nos. of Weighted Uncer- Birge Approximate 

Quantity data used mean tainty ratio, R8 -l//v chance 
(ppm) probability 

fJ.p.1 fJ.,J (21.1), (21.2), (21.5) 3.1833479(70) 2.2 0.24 0.1l1l2 0.95 

fJ.,iJ.L1! (21.1), (21.2), (21.5), 3.1833434(60) 1.9 0.75 1.70113 0.64 
(30.1) 

a -1(fs)8 (23.4), (23.5), (23.6), 137.03472(15) 1.1 2.50 18.70//3 0.0003 

(23.7) 

Kaufman. (23.4), (23.6), (23.7) 137.03545(23) 1.7 0.71 1.00//2 0.61 

Lamb, et 
al. deleted 

a-I (hfs)b (22.4), (22.6) 137.03617(15) 1.1 1.26 1.59//1 0.21 

a-I (all)c (19.8), (22.4), (22.6), 137.03546(10) 0.75 3.34 66.93//6 2 x 10- 12 

(23.4), (23.5), (23.6), 
(23.7) 

Kaufman, (19.8), (22.4), (22.6), 137.03593(12) 0.88 1.40 9.83//5 0.08 

Lamb, et (23.4), (23.6), (23.7) 
al. deleted 

Kaufman, Lamb, (19.8), (22.6), (23.4), 137.03571(15) 1.1 0.95 3.62//4 0.46 

et al. and (23.6), (23.7) 
a-I (Mhfs) deleted 

Kaufman, Lamb, (19.8), (22.6), (23.4), 137.03579(16) 1.2 0.70 1.48//3 0.69 
et al\, a-I (Mhfs), (23.7) 
and Shyn et al. 
deleted 

AU four fine- (19.8), (22.4), (22.6) 137.03611(14) 1.0 1.24 3.05112 0.2.2 
structure measure-
ments deleted 

Kaufman, Lamb, (19.8), (23.4), (23.6), 137.03549(20) 1.5 0.61 1.13//3 0.77 
et a1. and a-I (hfs) (23.7) 
deleted 

a fs ::::: the fine structure measurements in hydrogen, -6.EH and (~E-S)H (Le., the values of a-I derived from the determinations 
of Baird et a1.; Kaufman, Lamb, et a1.; Shyn et al.; and Cosens and Vorburger). 

b hfs = the hyperfine splitting measurements in hydrogen and muoniuin [i.e., a-I (Hhfs) and a-I (Mhfs)]. 
C ull = fa plua bfe, plua the mCl1eurcment of the electron anomalou5 moment, Gp [i.e., al!> in G dud b plul!> LC' (up)]. 

The first entry in table 30.1, which compares the three 
direct measurement~ of thp. ratio of the mnon to proton 
magnetic moment, shows the excellent consistency of 
these determinations. An independent value of this 
ratio may also be obtained from the ratio VMhrS/VHhfs 

[see eq (22.7)]. Taking /IN('l.} = (O:t3) ppm as adopted in 
s~ction II.C.20, we find 

hfs: IL,,! JLr. 3.1833303(120) (3.8 ppm). (30.1) 

The weighted mean of the three direct values exceeds 
this value by (5.5 :t 4.4) ppm. (This 5.5 ppm is, of 
course, the same difference which in eq (22.8) was 
:.~cribed tentatively, and alternatively, to proton polar­
izability). Since the difference is only 1.2 times the 
tltcmdard deviation of the difference, when the hfa 

;:Yalue of p.,JJJ-p is combined with the three direct values 

(second line of table 30.1), the agreement is quite 
reasonable. 

We now look at the consistency of the hydrogem 
fine-structure values of a (line 3) and find a serious 
discrepancy which is removed if eq' (23.5) (Kaufman, 
Lamb, et al.) is omitted (line 4). The discrepant nature 
of this measurement was discussed to some extent in 
section II.C.23. Here we see quantitatively that its 
disagreement with the oth~r fine-~tructllrp. np.t,p.rmina­
tions is so' severe that it may have to be excluded from 
our final adjustment. . 

When we reverse the argument which led to eq 
(30.1) and use the muonium hfs measurement and the 
weighted mean of the three ,.,.,,Jp,p values to determine 
a-I (Mhfs) [eq (22.4)], and compute its weighted mean 
with a-I (Hhfs) [eq (22.6)], line 5 results. The agree­
ment between these two hfs a values is clearly not 
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unreasonable. When all of the a values implied by the 
QED data are combined (except that from helium fine­
structure-see table 23~ 1), we obtain the results shown 
in line 6. The gross inconsistency of the data, as one 
might expect, is due to the Kaufman, Lamb et a1. 
result and is reduced many orders of magnitude when 
this determination is deleted (line 7). Although the 
overall agreement is now statistically acceptable, it is 
less than satisfactory in view of the critical role the 
fine-structure constant plays in any adjustment. (The 
effect of successively deleting the next two most 
discrepant items, i.e., a-I (Mhfs) and the value of a 
implied by the Shyu et al. Jeh:::nniualiull uf (AE-l- )H, h:i 
shown in lines 8 and 9 of the table.) Thus, as with the 
'Yb (low) data considered previously, we shall at a later 
point consider the possibility of modifying the uncer­
tainties assigned the$e data. 

It is important to note that the particular method we 
have used to include the muonium hfs in the analysis 
of table 30.1 does not alter our conclusions in any way. 
This may be seen in table 30.2 which summarizes the 
results of nine least-squares adjustments involving all 
of the· QED data. In these adjustments, a-I and /-LJj.Lp 
are taken as the unknown or adjustable constants. 
(The observational equations used are the last three of 
table 29.1; a more detailed discussion will be given in 
the next section.) The very discrepant nature of the 

Kaufman, Lamb, et ale result is shown by the signifi­
cant decrease in RB on going from adjustment No.1, 
to adjustment No. 2 in which it has been deleted. 
Excluding the Shyn et al. result as well reduces R8 
still further (no. 3). Deleting the muonium hfs (VMhfs), 

in place of the Shyn et a1. result leads to. an even 

lower Birge ratio (No.4). (Note that when VMhfs is 
deleted, /J-IJ./ JLp is simply the weighted mean of the 
three direct measurements.) The effect of excluding all 
four hydrogen fine-structure ex values is shown in 
adjustment No. 6 which may be compared with 
adjustment No. 9 in which VMhfs and a-l (Hhfs) are 
deleted instead. (The obviously discrepant Kaufman, 
Lamb, et ale determination has also been excluded). 
Adjustments Nos. 7 and 8 are of special interest 
because they give indirect values of J.tJILP, that is, in 
each the three direct measurements of this quantity 
have been deleted .. (These adjustments correspond to 
linee; 0 and 9, relSpeetively, of table 30.1). In :summary, 
the table clearly shows the wide variation in both a-I 

and p-~/JLp which can result if various input data are 
excluded. 

C. The WQED and QED Data Together 

Here we investigate the overall agreement of all of 
the stochastic input data listed in table 27.1. On the 
basis of this analysis, we shall decide how the data 
may best be handled in order to obtain our final 
recommended set of constants. The actual values for 
these constants will he given in part IV. 

31. Overall Data Compatibility 

Some insight into the overall compatibility of the 
stochastic data may be obtained by comparing the 
QED values of the fine-structure constant, ex, with 
those values of a which may be readily derived from 

TABLE 30.2. Summary of least-squares adjustments of the QED data only 

Adjusted values. Xjb 

AJjU:>l- .Djl~t:: X 2/(v , 

ment Eq. Nos. of data deleted ratio, v=degrees A.; 
No. a R8 of freedom 

a -1 
/-Lp.//-LfJ 

I None 2.90 67.04118 -3.93 ± 0.75 -7.6:!: 1.7 

2 (23.5) 1.19 9.94117 -0.50 ± 0.88 -3.9 :!: 1.8 

3 (23.5), (23.6) 1.02 6.22//6 -0.04 ± 0.91 -3.4 ± 1.8 

4 (23.5), (22.2) 0.79 3.74//6 -2.1 ± 1.1 -0.7 ± 2.2 

5 (23.5), (23.6), (22.2) 0.56 1.59//5 -1.!1±1.2 -0.7 ± 2.2 

6 (23.4), (23.5), (23.6), (23.7) 0.89 3.17//4 OJI ± 1.0 -2.5:!: 1.9 

7 (23.5), (21.1), (21.2), (21.5) 0.95 3.62//4 -2.1 L1 -9.9 3.0 

8 (23.5), (23.6), (21.1), (21.2), (21.5) 0.70 1.48113 I.:i 1.2 -B.B:!: 3.1 

9 (23.5), (22.4), (22.6) 0.50 1.24//5 -:{ 7 + 1.,1; -0.7 :!: 2.2 

a Adjustment No.1 includes the last ten items listed in table 27.1, that is, all of tht' ()ED daril WI.: are considering in the present work. 
a -1 and lLiLl/-Lp are taken as the adjustable constants. " .. 

b The numbers given are the differences in ppm between the adjusted values, Xi, anll rlw jollowlII~ I'xa(~t fIdUCial values, Xoi: 
(Xo-I = 137.0360; (1Lp./""")o = 3.183350. That is, Xi = Xoi [1 + ~i X 10-6

]. 
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'the, WQED data. As has now become well known, 
WQED a values may be obtained from the following 
relation [0.1]: 

Using the values given in table 11.1 for the more 
ptecisely known constants in this .equation, we find, 
respectively, for the NBS determination of 'Y~(low), and 
fhe weighted mean of the highly compatible ETL, 
NPL, and VNIIM 'Y~(low) measurements, 

NBS: a-I = 137.03591(14) (1.0 ppm), 
(31.2a) 

ETL, NPL, VNIIM: 
(wtd. mean) 

a-I = 137.03645(18) (1.3 ppm). 
(31.2bj 

(The (4.0 ± 1.6) ppm difference between the two 
values of a is, of course, due to the (7.9 ± 3.2) ppm 
difference between the two values of 'Y~(low) previously 
noted in ISectioll III.A.28.) Fl'om a compal-ilSoll of thclSe 

WQED a values with those implied by the QED data 
as given in table 23.1, it may be concluded that eqs 
(31.2a) and (31.2b) are in better agreement with the 
hyperfine splitting a values than with the fine-struc­
ture values; and that these indirect a values have 
uncertainties comparable with those assigned the QED 
values and will therefore play an important role in' 
determining the final value of a in our adjustment. 

The two high field determinations of 'Y~ and the 
three direct measurements of K may be compared with 
the QED data by noting that in eq (31.1), 'Y~(low)BI69 
may be replaced by K2'Y~(high)B169 [see eq. (14.12)]. 
Taking K equal to the weighted mean of the three 
highly compatible direct determinations (table 28.1),. 
we find 

KhGNIIM: a-I = 137.03608(75) (5.5 ppm), 
(31.3a) 

NPL: a-I = 137.03749(123) (9.0 ppm). 
(31.3h) 

Clearly, these indirect values of a are quite consistent 
with the QED values, table 23.1 (differences of less 
than two standard deviations); but of course, they are 
of relatively low accuracy. 

Finally, we compare ihe experimental values of the 
Faraday constant to the QED data using the equation 

-1 [Mp c IL~ ('klh)BI69 ] 1/2 
.a = 4R", (OBI69/O) ILB K2F BI69 (p.MILN) , (31.3) 

which may be obtained by combining eqs (29.4) and 
(31.1). Taking K2 equal to the weighted mean of the 
three direct determinations as above,' and IL~/p.N equal 

-'to the weighted mean of the two high precision direct 

determinations which are in good agreement with each 
other, we find for the weighted mean of the two NBS 
Faraday measurements (also in good agreement with 
each other), 

NBS: a-I = 137.03449(67) (4.9 ppm). (31.4) 
(wtd. mean) 

This'indirect a value is in rather poor agreement with 
the more accurate QED a values of table 23.1 
(differences of two or more standard deviations), 
except for the Kaufman, Lamb, et al. result which was 
previously seen to be highly discrepant .. Thus, the two 
Faraday determinations have little support among the 
QED data and will no doubt have. to be discarded as 
was done when the final data were chosen for our 
WQED!SeL uf «best values" (see sec.III.A.29). We also 
note that since the WQED data couple to the QED 
data mainly through the WQED indirect values of a, 
the above analysis gives a fairly clear picture of the 
overall agreement of the two groups of data. In 
summary, apart from the values of a implied by the 
direct determinations of F, they appear to be relatively 
compatible. 

We now turn our attention to a least-squares 
analysis of the data. The unknown or adjustable 
constants may be taken to be the same as those used 
for the similar analysis of the WQED data with the 
addition of /.l)=IL,)p.,p. Thus, the six adjustable con­
stants are a-I, K, N A, R, A, and /J-. We include IL as a 
sixth variable in order to obtain a best value for this 
quantity from our adjustment since, as may be seen 
from eq (30.1), the indirect value of IL has an accuracy 
comparable to the direct values, eqs' (21.1), (21.2), and 
(21.5). Therefore, in the least-squares analysis we use 
the measurement of muonium hfs as a determination 
not of a, but of a 2p. as indicated in eq (20.7b) and 
more explicitly in table 29.1. It should be remembered 
that the 2 ppm uncertainty in the numerical factor in 
the equation for a 2p. in that table represents our own 
e!1.timatlon of the uncertainty in the theory of muonium 

hyperfine structure and is not determined by the 
uncertainty in the actual evaluation of that factor from 
existing theory. Although the numerical value of the 
factor does depend on a and m,jm,..., an accuracy of 
only 50 ppm in a or me1m,... is necessary to evaluate it 
with an accuracy of 0.01 ppm- if the theory were exact. 

Tablc 31~1, which is thc all-data counterpart of ta.ble 
29.2, summarizes a series of least-squares adjustments 
involving the entire 31 items of stochastic data listed 
in table 27.1, with a-I, K, NA, R, A, and IL as the six 
unknowns. The purpose of the table is to give some' 
indication of the compatibility of all of the available 
input data and the variability of the adjusted values of 
a-I, e, K, N A, and IL for different selections of data~ 
We omit R from this tabulation as we did in table 
29.2, and for the same reason. We omit A in the 
interest of brevity and because the major variability in 
A is determined by the WQED data and this has 
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TABLE 31.1. Summary of least-squares adjustments involving all of the stochastic data 

'>lllv, 
Adjusted values, X j

8 

Adjust. 
Eq. Nos. of Birge 

No. 
items ratio, v:=degrees Il.; 

deleted RB of freedom 

-} K NA f£,..1/4 a e 

22 None 2.18 Il9.051125 -l.B3±O.54 O.4± 2.1 -3.7± 1.9 15.0::t 3.8 -5.3::t 1.6 

23 (23.5) 1.39 46.551124 O.OI:!: 0.58 -2.9± 2.2 -5.l::t 1.9 16.1 ± 3.8 -3.4 ± 1.6 

24 (23.5), (18.2) 1.24 35.09/123 0.14= 0.58 2.S:±: 2.2 -4.8::±: 1.9 15.4. :!- 3.~ -:1.2 ± 1.6 

25 (23.5), (18.2), 
(13.1), (13.2) 1.11 25.68//21 0.25± 0.59 2.3± 2.7 0.3:± 2.6 4.9:± 5.1 -3.1 ± 1.6 

'26 (23.5), (18.2'), 
(15.7), <15.8) 1.04 22.771/21 0.26::t 0.59 3.2::t 2.8 1.3± 2.6 29.3 :t: 5.5 -3.1 ± 1.6 

27 No. 25 + (23.6) 1.03 21.201120 0.47:t 0.60 1.9± 2.7 O.2± 2.6 4.9 :t: S.l -2.9:t 1.0 

28 No. 25 + (22.2) 1.07 22.98//20 -0.16± 0.64 3.0± 2.8 0.6± 2.6 4.8 ± 5.1 -0.7 :t 2.2 

29 No. 25 + (23.4), 
(23.6), 12.3.7) 0.99 17.601118 0.82:t: 0.62 1.4± 2.7 O.O± 2.6 5.0 ± .5.1 -2.5 ± 1.6 

30 No. 25 + (22.6), 
122.2) 1.10 22.97//19 -0.14± 0.69 2.9:± 2.2 O.6± 2.6 4.8 ± S.l -0.7 :t 2.2 

31 No. 25 + (21.1), 
(21.2). (21.5) 1.27 22.871118 -O.l6± 0.64 3.0:t 2.8 G.6± 2.6 .4.8 ± 5.1 -6.0:!:. 2.4 

32 No. 25 + 04.2l. 
(23.4), (2.3.6), 

(23.7) 0.91 IS. 93//17 1.76± 0.79 -O.l± 2.9 -0.6± 2.6 5.2 ± 5.2 -1.5::t 1.7 

3?> N\). 25 + (14.1), 
(ld .~), (144). 

~23.4), (23.6), 
(23.7} 0.92 12.59/1l5 O.07± 0.71 Z.6± 2.8 -O.S± 2.6 4.9 ± 5.1 -3.3 ± 1.7 

34 No. 25 + (14.2), 
(22.6). (22.21 1.12 22,40Jll8 D.3S± 0.95 2.1± 3.0 0.3± 2.6 4.9 ± 5.1 -0.7 ± 2.2 

35 No. 25 + (14.)), 
(14.3), (14A), 
(22.61, (22.2) 0.89 12.801/16 -1.53± 0.82 5.l± 2.9 1.4± 2.6 4.5 ± 5.1 ' -0.7 ± 2.2 

a The numbers given are the differences in ppm between the adjusted values, X .. , and the following exact fiducial values, Xo;: 
ao- 1 = 137'.0360; eQ = 1.602185 x 1O- I!I C; K" = 1.000000; N AO = 6.022020 x Hf:J mol-I: (p."il4.)" = 3.183350. 
That is. X; = X 0; (l + Il.l x 10-6]. 

already been explored in table 29.2. Since table 31. 1 is 
more or less self explanatory, we limit ourselves to 
general remarks intended as a guide to the various 
adjustments. 

Adjustment No, 22, which involves all 31 items of 
stochastic data listed in table 27.1, and adjustment 
Nos. 23 and 24, show once again the highly discrepant 
nature of both the Kaufman, Lamb, et al. (6.E-::;)\I 
result for ~, and Knowlt::~' IIlt::a5urement of h(·; the 

former is deleted in No. 23, and both are excluded ill 
No. 24. Similarly, adjustment Nos. 25 and 26, in 
which, respectively, hoth values of F and both values 

J. Phys. Chem. Ref. Data, Vol. 2, No.4, 1973 

of /l-;Jp..,v have also been deleted, once again show the 
dis(~repant natun: of lhe Faraday meD.aurcments and. 

the strong interaction between F, jJ.~/jJ.N' and the 
adjusted values of K and N A (see also sec.IU.A.29). 
Thus, on the basis of this analysis and the analyses 
dis(~ussed in the other sections of part Ill, we shall 
exe)ude from further consideration the four items 
whieh have been clearly identified as being discrepant: 
the Kaufman, Lamb, P.t aL value of a [eq (23.5)1; the 
Knowles value of Ac [eq (18.2)]; and the two NBS 
Faraday determinations [eqs(13.1) and (13.2)]. 

The next five adjustments in tab\e ~1.1 ey.:p\ote the 
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:effect of deleting various items of QED data. (Note 
'ih~at in the tahle, "No. 25 +" means all of the. 
;'deletions of adjustment No. 25.). In adjustments Nos. 
~'2'r' and 28, the next two most discrepant QED items 
;(asindicated by their normalized residuals in adjust­
'ment No. 25), are separately deleted: the Shyn et al. 
vaIue of a; and the Chicago-Yale value of VMhfs; (ri = 
2.09 for the former, and ri = 1.30 for the latter). 
Adjustment No. 29 shows the effect of deleting all four 
bf the hydrogen fine-structure a values, while adjust­
ment No. 30 shows .the effect of deleting the two 
hyperfine splitting determinations [VMhfS and 
~-J(Hhfs)]. Note that in both No. 28 and No. 30, the 
.adjusted value of p. is simply the weighted mean of the 
three direct determinations. Adjustment No. 31 is of 
interest because it gives the indirect value of f.L as 
implied by the remaining data when the three direct 
determinations are deleted. The difference in p. as 
obtained from this adjustment and either No. 28 or 
No. 30 is some 6 ppm, relatively large compared with 
the 2.2 to 2.4 ppm uncertainty in the adjusted values 
of p.. . 

The last four adjustments give an indication of the 
effect of deleting the key data which determine the 
more precise WQED. or indirect va:lues of a, namely, 

the measurements of 'Y~(low). Of particular interest is 
a comparison of adjustment No. 32 in which the NBS 
'Y~(low) measurement is deleted along with the remain­
ing three highly compatible fine structure a values, 
and No. 35 in which the highly compatible ETL, NPL; 
and VNIIM y~(low) measurements are deleted along 
with Lhe Lwo hyperfine splitting determinations [Vtlfhfs 

and a- 1(Hhfs)]. It may be seen that a-I changes by 
some 3.3 ppm, a relatively large amount compared 
with its 0.8 ppm uncertainty. This large change arises 
because the indirect WQED value of a implied by the 
NBS determination [see eq (31.2a)] is more nearly 
equal to the hydrogen fine-structure a values than to 
the hyperfine splitting a values, while for the indirect 
WQED values of a implied by the ETL, NPL, and 
VNIIM determinations [see eq (31.2b)], the reverse is 
true. This situation is also indicated by adjustments 
Nos. 33 and 34 and which are similar, respectively, to 
Nos. 35 and 32, but with the fine-stru·cture and 
hyperfine splitting deletions interchanged. In these, no 
large shifts in a are observed because the "high 
value" hyperfine splitting a result is balanced by the 
"low value" NBS 'Y~(low) a result (No. 33); and the 
"low value" fine-structure a result is balanced by the 
"high value" ETL, NPL, and VNIIM l'~(low) a result 
(No. 34). 

TABLE ::Sl.~. ~ummary of least-squares adjustments involving all of the stochastic data with selected expanded uncertainties 

Adjust. Z 
Adjusted values. Xj

a 

Eq. Nos. of Birge XlIv. 
Nu. itcl/I/:; rallo. v=degrees Il; 

deleted Re of freedom 

I I I' I a -1 K N", IJ-IJ.I/Lv e 

Y,:(low) and x-ray data uncertainties expanded by 1.43 and 1.28. respectively 

36 (23.5), (18.2) 1.13 29.43//23 -0.12 ± 0.69 -2.2 ± 2.3 -4.5 ± 2.0 14.9 ± 3.8 -3.5 ± 1.7 

37 (23.5), (18.2), 
(13.1), (13.2) 0.97 19.65//21 0.03 ± 0.69 3.0 ± 2.8 0.8 ± 2.6 4.1 ± 2.6 -3.3 ± 1.7 

38 No. 37 + (14.2), 
(23.4), (23.6), 
(23.7) 0.78 10.391/17 1.40 ± 0.88 0.8 ± 2.9 0.0 ± 2.6 4.4 ± 5.1 -1.9 ± 1.8 

39 No. 37 + (14.1), 
(14.3), (14.4), 
(22.2),.(22.6) 0.78 9.711/16 -2.0 ± 1.0 6.2 ± 3.0 2.0 ± 2.6 3.7 ± 5.2 -0.7 ± 2.2 

'Y,;(Iow), x-ray,1 and QED uncertainties expanded by 1.43, 1.28, and 1.40, respectively 

40 (23.5), (lS.2) 1.03 24.42/123 0.04 .!... 0.02 -2.4 .!... 2.4 -4.6 2.0 15.0 ;:!:: 3.8 -3.3 ::t2.3 

41 (23.5), (18.2), 
(13.1), (13.2) 0.83 14.50//21 0.26 ± 0~82 2.6 ± 2.9 0.7 ± 2.6 4.2 ± 5.1 -3.1 ± 2.3 

42 No. 41 + (14.2), 
(23.4), (23.6), 
(23.7) 0.71 8.551117 1.8 ± 1.1 0.3 ± 3.1 -0.2 ± 2.6 4.4 ± 5.2 -1.5 ± 2.4 

43 No. 41 + (14.1). 
(14.3). (14.4). 
(22.2), (22.6) 0.72 8.241116 -1.5 ± 1.2 5.4 ± 3.2 1.7 ± 2.7 3.8 ± 5.2 -0.7 ± 3.1 

D ~ee footnote. table 31.1. 
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In table 31.2, we summarize some adjustments in 
which the uncertainties of various quantities have been 
increased. In the first four adjustments, the a priori 
uncertainties assigned the four low field 'Y~ values and 
those assigned the x-ray data are expanded by the 
multiplicative factors 1.43 and 1.28, respectively. 
These are, of course, the same expansion factors used 
in the previous section when only the WQED data 
were being studied.30 These expansions are being 
considered here for the same reasons as before, 
namely, to investigate the effect of expanding selected 
uncertainties, where the motivation for such expansion 
is to better reflect the variability of the data. Adjust­
ment Nos. 36 through 39 of table 31.2 are the same as 
Nos. 24, 25~ 32, and 35 of table 31.1 .with the 
exception of the increased uncertainties. In general, X2 
or R8 is significantly lower for these new adjustments, 
:5ome of the ullceItaiutie:5 of the adju:5ted value:5 are 
increased, and their numerical values are slightly 
changed. 

Adjustment Nos. 40 through 43 show the effect of 
expanding the a priori uncertainties assigned all of the 
QED data as well as the 'Y~(low) and x-ray measure­
ments. The multiplicative factor used for the QED 
UelLa, 1.40, b tilt: Birge raliu uf lhe weighteu meelIl uf 

all of the QED a values except that implied by the 
Kaufman, Lamb, et a1. measurement of (~E- S)H (see 
line 7 of table 30.1). We use this larger, more 
conservative factor rather than, for example, the 1.19 
implied by adjustment NQ. 2 of table 30.2, because of 
the large variability of the QED data and the fact that 
the excellent agreement among the three direct deter­
minations of /-LJ/-Lv biases R8 in adjustment No. 2 of 
table 30.2 to the low side. 

Adjustment Nos. 40 through 43 are identical to 
adjustment Nos. 36 through 39 of the same table with 
the exception of the expanded QED uncertainties; and 
with Nos. 24, 25, 32, and 35 of table 31.1 with the 
exception of the expanded 'Y~(low), x-ray, and QED 
uncertainties. Again we see the effect of the uncer­
tainty expansion is to decrease R8 or X2, to increase 
some of the uncertainties of the adjusted values. and 
to change the numerical values of the latter by only 
small fractions of their uncertainties. This becomes 
particularly clear upon comparing adjustment No. 41 
of the table with No. 25 of table 31.1. 

In conclusion, we believe that adjustment No. 41 
represents the most reasonable way of handling all of 
the stochastic data. The increa~erl llncertaint.ies in the 
adjusted constants resulting from expanding the a 
priori uncertainties of the 'Y~(low), x-ray, and QED 
data more nearly reflect the overall variability of the 
values of the adjusted constants with the particular 
selection of input data. The normalized residuals of 
the 27 items of input data are less than unity, with 
four exceptions: The ETL 'Y;(low) result, the NPL 1'; 

'" Adjustment No. 25 in table 31.3 yields the same x-ray expansion factor as does the 
adjustment identical to No. 25 but with the a priori uncertainties assigned the 'Y;.(\ow) 
measurements expanded by the multiplicative factor 1.43. The fact that the x-ray data are 
only weakly coupled to the other data accounts for the constancy of the factor 1.28. 
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(high) result, the 1931 Bearden-Henins value of A, 
and the Shyn et al. value of a [eqs (14.2), (14.6), 
(16.3), and (23.6)]. For these, rj is 1.07, 1.23, 1.17, and 
1.49, respectively. In the worst case, that for Shyn et 
aI., the input value differs from the adjusted value by 
only one and a half standard deviations. The overall 
value of X2 = 14.50 for the adjustment (21 degrees of 
freedom) is quite satisfactory (R8=0.83). We do not 
believe that our approach is too conservative as one 
might assume at first glance from this value of X2 
because three groups of data are in such abnormally 
good agreement among themselves that their own 
internal X2 contributes very little to the overall X2 (K, 
/-L~I I-'-N, and /-LILI J1p; see tables 28.1 and 30.1). Indeed, if 
adjustments are carried out in which we use eleven 
input equations, each representing the weighted mean 
of each of the different kinds of data in table 27.1 
(excluding Knowles Ac result, the two Faraday meas­
urements, and the Kaufman, Lamb, et al. a value), 
then we find X2= 12.01 for the adjustment correspond­
ing to No. 25 (Rn= 1.55); )(2=7.64 for thf> arljlJ~tment 

correspi:mding to No. 37 (Rn= 1.24); and X2=6.67 for 
the adjustment corresponding to No. 41 (R B = 1.15). In 
each, the number of degrees of freedom is 11 - 6 = 5. 
Since XZ for such adjustments depends only on the 
compatibility of dissimilar kinds of data rather than on 
the compatability of both similar and dissimilar data, 
the 6.67 value for X2 for 5 degrees of freedom gives 
perhaps a clearer picture of the general agreement of 
the data used in our recommended adjustment, No. 
41.31 (The probability for v=5 that a value of X2 as 
large or larger than 6.67 can occur by chance is 0.25.) 

The entire set of constants resulting from adjust­
ment No. 41, which is our recommended set, will be 
given in section IV.B.33. 

IV. Recommended Values of Fundamental 
Constants 

In this portion of the paper we give numerical values 
for the physical constants comprising both our "best" 
set of WQED constants, and our final recommended 
set derived from theWQED and QED data together. A 
detailed description of how these constants were 
obtained from the five or six :trljlJ~table constants or 
"unknowns" used in each of these two adjustments 
will be given as well. For our recommended set of 
fundamental constants we also present an expanded 
variance-covariance and correlation coefficient matrix 
from which the Il'l(~.~rtainty of any combination of 
constants not given ill the tables may be readily 
calculated, and a brid" description of how the matrix is 
to be used. For dw WQED set, we simply give an 
unexpanded versiun of this matrix. 

:11 See foutnutt" 2') • ..;to,"lioll 111.i\.:lC). 
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LEAST SQUARES ADJUSTMENT OF THE FUNDAMENTAL CONSTANTS 716 

TABLE 32.1. Our best set of WQED constants based on adjustment N(l. 21 of table 29.3. X2 = 8.75 for 18 - 5 = 13 
degrees of freedom; RB = 0.82.3 ~ 

Vncer- Units 
Quantity Symbol Value tainty 

(ppm) S1 
h cgs 

Speed of light in vacuum c 299792458(1.2} 0.004 m's-1 102 em's -1 

Fine-structure constant, a 7.2973461(81) 1.1 10-3 10-3 

[J,toc 2 14'TT ](e 2 Inc) -I 137.03612(15) 1.1 a 

F:]~m~ntary~harge e. 1.6021876(50) 3.1 10-19 C 10- 20 emu 
4.803238(15) 3.1 10-10 esu 

Planck constant h 6.626167(38) 5.7 10-34 J·s 10-27 erg's 
li=hI2'TT 1. 0545872(60) 5.7 10-34 J·s 10-27 erg's 

Avogadro constant NA 6.022046(31) ,5.2 1023 mol-I 1023 mol-l' 

Electron rest mass me 9.109533(47) 5.1 10-31 kg 10-28 g 

5.4858026(21) 0.38 10-4 u 10-4 II 

Proton rest mass ml' 1.6726483(86) 5.2 10-27 kg 10- 24 g 

1.007276470(11) 0.011 u u 

Ratio of proton mass to m/me 1836.15152(70) 0.38 
electron mass 

Nf'lItron rf'"t mas" m'ft 1.6749541(86) 5.2 10-27 ke: 10-24 e: 
1.008665012(37) 0.037 u u 

Josephson frequency-voltage ralio 2elh 4.835941(13) 2.7 10 14 Hz' V-I 

Quantum of circulation h12m" 3.6369410(80) 2.2 10-4 J·s· kg':' 1 -I erg's'g 
hIm" 7.273882(16) 2.2 10-4 J ·s· kg- I -I 

erg's'g 

Faraday constant, NAe F 9.648447(29) 3.0 104 C'mol- I 103 emu 'mol- I 

2.8925317(87) 3.0 1014 esu' mo]-I 

Bohr radius, a,; 5.2917673(58) 1.1 10- 11 m 10-9 em 
[J,toc

2
/4'TTrl (1i 2Imee

2) = a/4'TTR:r. 

Classical electron radius, 
[/toc 2/4'TT] (e

2
/meC

2
) a3/4'TTR:r. 

re 2.8179328(93) 3.3 10- 15 m 10-13 em 

Gyromae;netic ratio of protons 'Y~ 2.n7S1278(HO) 3.0 108 s-I·T-I 104 S-I'G-I 

in H2O ,,/;/2'TT 4.257598(13) 3.0 107 Hz·r- I 103 HZ'G-1 

Magnetic moment of protons in "";'/J,tN 2.7927740(11) 0.38 
H20 in nuclear magnetons 

Ratio of 1 January 1969 BIPM ,K == AB~9/A 1.0000003(26) 2.6 
ampere to SI ampere 

Ratio of 1 January 1969 BIPM Ii ==OBJ6"/O 0.99999946(19) 0.19 
ohm to S1 ohm 

Ratio, kx-unit to angstrom, "A 1.0020771(54) 5.3 
A - A(A)I Mkxu); 
A(CuKO!I) == 1.537400 kxu 

a, b See footnotes, table 33.1. 
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716 E. R. COHEN AND B. N. TAYLOR 

A. The WQED Values 

Our best set of WQED constants follows from 
adjustment No. 21, table 29.3. To reiterate, this 
adjustment includes all of the WQED data listed in 
table 27.1, that is, the first 21 items in the table [eqs 
(4.4) through (18.3)] but with the following deletions 
and modifications: 

(I) The Knowles measurement of the electron comp­
ton wavelength, Ac [eq (18.2)], is deleted because of its 
high degree of inconsistency with the remaining data 
(see sec. III.A.29). 

(2) The two NBS measurements of the Faraday, F, 
by Craig et aI., and by Marinenko and Taylor [eqs 
(13.1) and (13.2)] are deleted because of their incom­
patibility with the remaining data (see sec. III.A.29). 

U~) The nnr.ertainties assigned the four low field 

determinations of the proton gyromagnetic ratio, y~, at 
ETL, NBS, NPL, and VNIIM [eqs (14.1), (14.2), 
(14.3), (14.4)] are increased by the multiplicative factor 
1.43 in order to make the 'Y~(low) values more 
compatible and to better reflect their overall agree­
ment (see secs. III.A.28 and 29). 

(4) The uncertainties assigned the six items of x-ray 

data 'used in adjustment No.' 21 are increased by the 
multiplicative factor 1.28 for the same reasons as in 
(3). These data are the Bearden and 1. Henins, A; 
Henins, and Spijkerman and Bearden values of the 
ratio of the kxu to the metre, A [eqs (16.3), (16.5), 
(16.7)]; the I. Henins and Bearden, and Bearden 
values ofNAA3 [eqs (17.1), (17.2)]; and the Van Assche 
et al. value of Ac [eq (18.3)]. 

For this adjustment, X2 = 8.75 for 18-5= 13 degrees 
of freedom and the Birge ratio, RB , equals 0.82. The 
five unknowns or adjustable constants were taken to 
be a-I, K=A BI69/A, N A, R=flBI69/fl, and A. The 
numerical values for these constants and those we 
have derived from them, including the relevant uncer­
tainties and variance matrix, are given in the following 
section. 

TABLE 32.2. Combined variance-covariance and correlation coef­
ficient matrix for our best WQED constants. The 
variances and covariances, which are, respectively, on 
and above the main diagonal, are expressed in (parts 
per million)2. The correlation coefficients are in italics 
below the diagonal. 

-1 Ka NA ii h A a 

a -1 1.218 -0.719 0.256 -0.018 -0.104 
Ka -0.246 6.997 -13.273 -0.000 3.498 

NA 0.045 -0.974 26.540 -0.054 -6.958 
iib -0.086 -0.001 -0.055 0.036 0.015 
A -0.018 0.247 -0.253 0.014 28.548 

32. WQI=O S9t and Variance Matrix 

Table 32.1 gives the WQED constants based on 
adjustment No. 21 of table 29.3. Table 32.2 gives the 
combined variance-covariance and correlation coeffi­
cient matrix for this set of constants. Since the set is 
intended for use only in the particular instance when 
one needs values which are independent of quantum 

electrodynamics, we do not give an' exhaustive list. 
Rather the list is restricted to those quantities which 
are most likely to be used under. these conditions. 
Quantities which are not listed here may of course be 
computed from those which are given; additional 
auxiliary constants may be obtained from table 11.1. 

One reason for not including a complete list of 
WQED constants is the smallness of the differences 
between the output values of the WQED adjustment 
and the full adjustment. Only for the fine-structure 
constant itself is the difference larger than half a 
standard deviation; in most cases it is much smaller. 
This is apparent from table 32.3 in which we compare 
selected WQED values with the corresponding final 
recommended values. Clearly for the general user 
there is no significant advantage to using the WQED 

TABLE 32.3. A Comparison of our best WQED values of selected constants (table 32.1) with our final recommended values (table 33.1) 

WQED value and Final recommended Difference 
Quantity Units ppm uncertainty value and (WQED • recommended) 

ppm uncertainty (ppm) 

a -1 
137.03612(15) 1.1 137.03604(11) 0.82 +0.6 

e 10- 19 C 1.0U21870(5U) 3.1 1.0U218Y2(46) 2.9 -1.0 

h 10-34 J·s 6.626167(38) 5.7 6.626176(36) 5.4 -1.4 

me 10-31 kg 9.109533(47) 5.1 9 .109534( 4 7) 5.1 -0.1 

NA 1023 mol- l 
6.022046(31) 5.2 6.022045(31) 5.0 -0.2 

f.L~/f.LN 2.7927740(11) 0.38 2.7927740(11) 0.38 0.0 

F 104 C'mol- l 
9.648447(29) 3.0 9.648456(27) 2.8 -0.9 

A 1.0020771(54) 5.3 1.0020772(54) 5.3 -0.1 
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set of constants in preference to the recommended set, 
even if one has misgivings concerning the validity or 
accuracy of quantum electrodynamics. For the special 
use of those who wish to verify QED theory and hence 
require constants which are free of the theory which is 
being tested, the fine-structure constant, a, is often 
the only one needed. 32 

We shall postpone our detailed discussion of how 
the various quantities in table 32.1 were obtained from 
the adjusted values of a-I, K,N A, R, and A, and how 
the matrix given in table 32.2 is to be used, until the 
next section where we present our final recommended 
set of constants. 

B. The Recommended Values 

Our final· recommended set of constants follows 
from adjustment No. 41, table 31.2~ To reiterate, this 
adjustment includes all of the data listed in tabl~ 27.1, 
except for the following deletions and modifications in 
addition to those made to the data. used for the WQED 
adjustment of the previous section: 

(1) The Kaufman, Lamb, et a1. (AE- s).., result for a 
[eq (23.5)] is deleted because of its gross disagreement 
with the other data. 

(2) The uncertainties assigned the remaining QED 
data are expanded by the multiplicative factor 1.40 for 
the same reasons as for the 'Y~(low) and x-ray data (see 
sec. IV.A.). These QED data are the value of a 
derived from the Wesley-Rich (as revised by Granger 
and Ford) electron anomalous moment determination 
[eq (19.8)]; the hydrogen hfs value of a derived from 
the measurement of J.'Hnts using the hydrogen mal5er Ceq 

(22.6)];· the determinations of the ratio of the magnetic 
moment of the muon to that of the proton, f.L,jJLp, by 
Crowe, Williams, et al. [eq (21.1)], Hutchinson, et al. 
[eq (21.2)], and DeVoe, Telegdi, et al. (as revised by 
Jarecki and Herman) [eq (21.5)]; the Chicago-Yale 
value of VMhfs [eq' (21.2)]; the Baird et al. AE H result 

32 It should be noted, however, that the weighted average of the three direct 
measurements of p. .. IIJ." given in table 21.1, p."/IJ... 3,1833479(80) (2.2 ppm). exceeds our 
final recommended value. IJ. .. Ip." 3.1833402(72) (2,3 ppm), by 2.4 ppm, 

for a [eq (23.4)]; and the two (AE-S )H' a values of 
Shyn et al. leq (23.6)] and of Cosens and Vorburger 
[eq (23.7)]. 

For this adjustment, X- = 14.50 for 27-6 = 21 de­
grees of freedom, and the Birge ratio, RB , equals 0.83. 
The six unknowns or adjustable constants were taken 
to be a-I, K=ABl69 /A, N A, R=o'SI69/0" A, and fJ-= 
fJ-,)f.Lp. The numerical values for these constants and 
those we have derived from them, including the 
relevant uncertainties and variance matrix, are given 
in the following section; 

33. Final Recommended Set and Variance Matrix 

Tables 33.1, 33.2, and 33.3 give our recommended 
set of constants based on adjustment No. 41 of Table 
31.2. However, the following quantities, which are also 
listed in the tables, were not subject to adjustment in 
any way and were taken directly from table 11.1; c; 
Mp; R"",; ge/2 = fJ-e1f.LB; gjJ./2; f.L;'//-tn; 1-t,,/l-t8; /-teIILT,; and 
(2elh)Blfi9. Similarly, the atomic mass of the neutron, 

'Mn' was taken from table 9.1; the Newtonian gravita­
tional coristant, G, from eq (24.5); the molar volume of 
an ideal gas, Vm , from eq (25.2); and the gas constant, 
R, from eq (25.4). 

Of course, the six quantities a-I, K=ABI69/A, R= 
o'SI69/0', N A, A, and /-t=JLp./JLp follow directly from the 
adjustment itself since these constants were the un­
knowns or adjustable constants used therein. The 
other constants follow from appropriate combinations 
of these basic six and the auxiliary constants given in 
table 1l.l. The elementary charge is calculated from 
the equation 

(::53.1) 

The remaining constants of interest may then be 
expressed as33 

:\" We have not included the con~tant5 for which the appropriate equation~ are already 
given in the Tables, for example, F = N Ae, ao al41rR~. 'or which are simple ratios such as 
m"lm". elm", etc, Note that all quantities to the left of are auxiliar), constants assumed to 
be exactly known. 

TABLE 33.1. Our final recommended set of constants based on adjustment 'No. 41 of table 31.2. l = 14.50 for 27 - 6 = 21 degrees of 
freedom; R8 ::= 0.838 

Uncer- Units 
Quantity Symbol Value tainty 

(ppm) SIb cgsC 

Speed of light in vacuum c 299792458( 1.2) 0.004 m's 
-I 1()2 em's 

-] 

Permeability of vacuum J.Lo 4'7T 10-7 H 'm- t 

- 12.5663706144 10-1 II' m-' 

Permittivity of vacuum, 11J.Loc
2 

Ell 8.854187818(71) 0.008 10-12 F'm- I 

Fine-structure constant, ClI 7.2973506(60) 0.82 10-3 10-3 

[J.LoC2/4'7T)(e21hc) -1 137.03604(11) 0.82 a 
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TABLE 33.1. Our final recommended set of constants based on adjustment No. 41 of table 31.2. t = 14.50 for 27 - 6 = 21 degrees of 
freedom; R8 =: 0.83a-Continued 

. UncerR Units 
Quantity Symbol Value tainty 

(ppm) SIb cgsC 

Elementary charge e 1.6021892(46) 2.9 10- 19 C 10-20 emu 

4.803242(14) 2.9 10- 10 esu 

Planck constant h 6.626176(36) 5.4 10-34 J·s 10-27 erg's 
ft=h/21T 1.0545887(57) 5.4 10 M J.s 10 27 erg· s 

Avogadro constant NA 6.022045(31) 5.1 1023 mol- 1 1023 mol- 1 

Atomic mass unit, u 1.6605655(86) 5.1 10-27 kg 10-24 g 

10-3 kg'mol- I N A-I 

Electron rest mass me 9.109534(47) 5.1 10-31 kg 10-28 g 

5.4858026(21) 0.38 10-4 u 10-4 u 

Proton rest mass m" 1.6726485(86) 5.1 10-27 kg 10-24 g 

1..007276470(11) 0.011 u u 

Ratio of proton mass to m,/m(, 1836.15152(70) 0.38 
electron mass 

Neutron rest mass mn 1.6749543(86) 5.1 10-27 kg 10-24 g 

1.008665012(37) 0.037 u u 

Electron charge to mass elm" 1.7588047(49) 2.8 lOll C'kg- 1 107 emu·g- 1 

ratio 5.272764(15) 2.8 1017 esu·g- 1 

Magnetic flux quantum, <1>0 2.0678506(54) 2.6 10-15 Wb 10-7 C'cm2 

[cr 1 (hcl2e) . hie 4.135701(11) 2.6 10- 15 J ·s·C- 1 10-7 erg's'emu- I 

1.3795215(36) 2.6 1O-n erg's'esu- 1 

Josephson frequency-voltage 2elh 4.835939(13) 2.6 1014 Hz·V- 1 

ralio 

Quantum of circulation h/2me 3. 6369455( 60) 1.6 10-4 j·s·kg- I -1 
erg's'g 

hIm" 7.273891(12) 1.6 10-4 J·s·kg- 1 -1 
erg's'g 

Faraday constant, N.4,e F 9.648456(27) 2.8 104 C'mol- 1 103 emu'mol- 1 

2.8925342(82) 2.8 1014 esu' mol-I 

Hyrlherg I'on!;tant, R~ 1.097373177(83) 0.075 107 m- I 105 
em 

-1 

[~()c2/4~7l (m"e4141Tfz 3c) 

Bohr radius, au 5.2917706(44) 0.82 10- 11 m 10-9 cm 
[~()c2/41T]-1 (1'/lmee

2) = al41TR x 

Classical electron radius, r" = al'i. c 2.8179380(70) 2.5 10- 15 m 10- 13 cm 
[~oc2/41T] (e 2/mec2) = a 3/41TR x 

Thomson cross section, (8/3)'ITre 2 0.6652448(33) 4.9 10-28 m2 10-24 cm 2 
(Ie 

Free electron gRfactor, or gel2 = ~.,II-LB 1. 0011596567(35) ·0.0035 
electron magnetic moment in 
Bohr magnetons 

Free muon g-factor, or muon gJ2 1.00116616(31) 0.31 
magnetic moment in units 
of [c] (eIi12m,...c) 

Bohr magneton, [c] (eIiJ2m ec) ~B 9.274078(36) 3.9 10-24 J 'T- 1 10-21 erg'G-1 

Electron magnetic moment I-Le 9.284832(36) 3.9 10-24 J 'T-1 10-21 erg·C-1 

Gyromagnetic ratio of y; 2.6751301(75) 2.8 108 s-1'T- 1 104 s-I'C-1 

protons in H2O 'Y~/21t 4.257602(12) 2.8 107 HZ'T- 1 103 HZ'G- 1 

'Y~ corrected for 'YP 2.6751987(75) 2.8 108 s-I· T -l 104 s-1'C-1 

diamagnetism of H2O 'Yp/21T 4.257711( 12) 2.8 107 Hz·T- 1 103 Hz·C- 1 
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TABLE 33.1. Our final recommended set of constants based on adjustmerit No. 41 of table 31.2. )( = 14.50 for 27 - 6 = 21 degrees of 
freedom; R8 = O.83a-Continued 

Uncer- Units 

Quantity Symbol Value tainty 
(ppm) SIb cgsC 

Magnetic moment of protons Jl.J~/Jl.B 1. 52099322( 10) 0.066 10-3 10-3 

in H20 in Bohr magnetons 

Proton magnetic moment Jl.,/Jl.B 1. 521032209(16) 0.011 10-3 10-3 

in Bohr magnetons 

Ratio of electron and ""elJ-t1' 658.2106880(66) 0.010 
proton magnetic moments 

Proton magnetic moment ""I' 1.4106171(55) 3.9 10-26 J ·T-1 10-23 erg·G-1 

Magnetic moment of protons J.L;,1#LN 2.7927740(11) 0.38 
in H20 in nuclear magnetons 

J.L;/J.LN corrected for J.LJl1fJ.1V 2.7928456(11) 0.38 
diamagnetism of H2O 

Nuclear magneton, J.Lrv 5.05082~20) 3.9 10-27 J ·T- 1 10-24 erg'G- 1 

[c](efil2m"c) 

Ratio of muon and Jl.JJ./p." 3.1833402(72) 2.3 
proton magnetic mo ments 

Muon magnetiC moment fJ.JJ. 4.4904 74(18) 3.9 10-26 J'T- 1 10-23 erg'G- 1 

Ratio of muon mass to m,.imp 206. 76865( 47) 2.3 
electron mass 

Muon rest mass mJJ. 1.883566(11 ) 5.6 10-28 kg lO-25 g 

0.11342920(26) 2.3 u u 

Compton wavelength of the Ac 2. 4263089(40) 1.6 10- 12 m 10-10 cm 

electron, hlmec = cil2R x )\(. = A('/2'1T = cw" 3.8615905(64) 1.6 10- 13 m 10-11 cm 

Compton wavelength of the Ac,p 1.3214099(22) 1.7 10- 15 m 10- 13 cm 

proton, hlm/lc l\c,p "" /..(',11 12'1T 2.1030892(36) 1.7 10"'-16 m 10-14 cm 

Compton wavelength of the Ae.n 1.3195909(22) 1.7 10-15 m 10-13 cm 
neutron, hlmnc )\('." = A(,.1,/217 2.1001941(35) 1.7 10-16 m 10-14 cm 

Molar volume of Vm 22.41383(70) 31 10-3 m3 'mol- 1 103 cm3 'mol- 1 

ideal gas at s.t.p. 

Molar gas constant, p,Flllrr 0 R 8.31441(26) 31 J 'mol-I'K-1 107 erg·mol-1·K- 1 

(To E 273.15 K; Po E 101325Pa 8.20568(26) 31 1O-5·m3 ·atm· mo1- 1• K- 1 10 crn3 ·atm·mol-1 ·K- 1 

E 1 atm) 
10':"'23 J·K- 1 10-16 erg' K-1 Boltzmann constant, RINI>,. k 1.380662(44) 32 

Stefan~Bo1tzmann constant, rI 5.67032(71) 125 10-8 W. m -2. K~4 10-5 erg's- 1'cm-2 'K-4 

'1T2k 4/60h 3c2 

First radiation constant, 2'1Thc2 3.741832(20) 5.4 10-16 W'm2 10-5 erg·cm2 ·s -I 
Cl 

Second radiation constant, hclk c2 1.438786(45) 31 10-2 m·K cm·K 

Gravitational constant G 6.6720(41) 615 10- 11 m3 's-2 'kg- 1 10-8 cm3·s -2 -I 
'g 

a Note that the numbers in parentheses are the one standard-deviation uncertainties in the last digits of the quoted value computed on the 
basis of internal consistency, that the unified atomic mass scale12C ~ 12 has been used throughout, that u=atomic mass unit, C=coulomb, 
F=farad, G = gauss, H == henry, Hz = hertz = cycle/s, J = joule, K = kelvin (degree Kelvin), Pa = pascal = N· m- 2

, T =: tesla (104 G), 
V = volt, Wb = weber = T·m2, and W = watt. In cases where formulas for constants are given (e.g., RaJ. the relations are written as the 
product of two factors. The second factor, in parentheses, is the expression to be used when all quantities are expressed in cgs units, with the 
electron charge in electrostatic units. The first factor, in brackets, is to be included only if all quantities are expressed in 81 units. We remind 
the reader that with the exception of the auxiliary constants which have been taken to be exact, the uncertainties of these constants are 
correlated, and therefore the general law of error propagation must be used in calculating additional quantities requiring two or more of these 
constants. (See text.) 

b Quantities given in u and atm are for the convenience of the reader; these units are not part of the Systeme International d'Unite (SI). 
C In order to avoid separate columns for "electromagnetic" and "electrostatic" units, both are given under the single heading "cgs Units." 

When using these units, the elementary charge e in the second column should be understood to be replaced by em or ee, respectively. 
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"1','11111-. ;U.:2. (hll 1111011 1'·(·IIIIIIIII·lroll·d \';IIIWS fllr ,,,riOlls IJllalllitic's involving BIPM as-maintained electrical units (specifically, 1 January 1969 
IIllils). II ... kil,,-x-lIl1il (kxlI). alld IIII' illlgslrom-slar (1\*)'1 

<)uanlily Symbol 

Ratio of 1 January 1969 BIPM K == ABI69/A 
ampere to 51 ampere 

Ratio of 1 January 1969 BIPM Ii == OSI69/O 

ohm to 51 ohm 

Ratio of 1 January 1969 BIPM VS169 /V 
volt to 51 volt 

Josephson frequency-voltage ratio (2elh)BI69 
used to define V 8169 

Ratio. kx-unit to angstri:im, A = A,(A)/A(kxu): A 
A(CuKal) == 1.537400 kxu . 

Ratio, A* to angstrom, A* = A(A)iA(A*); A* 
A(WKal} == 0.2090100 A * 

Voltage-wavelength conversion product, VA = hrle VA(kxu) 
VA.(A*) 

Compton wavelength of the e1eetron. II/mer A.c(kxu) 
Ac-{A*) 

a 5ee footnote a, table 33.1. 

mp = (10-3 kg'mol- I )A1f)'N A -I; 

m .. = 00-3 kg' mol-I) Mil . N A -I: 

For the electrical and x-ray quantities we have 

V Slim IV = KR: 

A * = A/l.0020567(l8); 

VJ\(kxu) = hcleA; VJ\(A. *) = he Ie A ""; 

and 

The quantity A * is the ratio of the angstrom star to 
angstrom (10- 10 metre): 

(33.2) 

J. Phys. Chem. Ref. Data, Vol. 2, No.4, 1973 

Value Uncertainty Units 
(ppm) 

1. 0000007(26) 2.6 

0.99999947(19) 0.19 

1.0000002(26) 2.6 

4.83594000 by definition lOll Hz' V Bi~9 

1.0020772(54) 5.3 

1. 00OO205( 56) 5.6 

1.2372820(66) 5.3 10
4 

V 'kxu 
1.2398266(70) 5.6 lO

t v·A* 

24.21279( 13) 5.6 lO-:l bu 

24.26259(14) 5.9 10-3 A* 

where A * is the basic unit of the x-ray scale developed 
by Bearden [33.1, 16.2] and is defined by 'A(WKat) == 
0.2090100A *. The relationship given above between A 
and A * then follows directly from this definition and 
the wavelength of WKll't basert on )..(CnKa 1)=l.S37400 

kxu as given in eq (16.29). 
For the energy conversion factors, we have 

1 eV {elh}Hz {elhe}m- I = {elk}K = {e}J, 

where, as in table 29.1, the braces indicate the 
numerical value only. 

We now turn our attention to a very brief discussion 
of how the uncertainties assigned the various quan­
tities in the tables were obtained.34 It must first be 
remembered that the uncertainties of the adjustable 
constants which result from a least-squares adjustment 

are in general correlated. This requires knowledge not 
only of the variances (squares of the standard devia­
tions) of the adjusted constants, but their covariances 
as well. The variances are given by the diagonal 
elements of the error matrix G- 1 (a necess~ry by­
product of an adjustment), and the covariances by the 
off diagonal elements. The variance of the ith ::Irtjn~t~rl 

"This disellssillll follows very closely Ihal given in Appendix A of ref. [0.1]; ~ee also ref. 
129.21. p. 233. 
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TABLE 33.3. Our final recommended values for various energy 
conversion factors and equivalentsa 

Uncer-
Quantity Value Units tainty 

(ppm) 

I kilogram (kgc2) 5.609545(16) 1029 MeV 2.9 

1 Atomic mass unit (uc2) 931.5016(26) . MeV 2.8 

1 Electron mass (mec2 ) 0.5110034(14) MeV 2.8 

1 Muon mass (m ,.e2) 105.65948(35) MeV 3.3 

1 Proton mass (mpc2 ) 938.2796(27) MeV 2.8 

I Neutron mass (m/le2
) 939.5731(27) MeV 2.8 

1 Electron volt 1.6021892(46) 10- 19 J 2.9 
10- 12 erg 2.9 

leV/h 2.4179696(63) 1014 Hz 2.6 
leV/he 8.065479(21) 105 m -I 2.6 

103 cm- 1 2.6 
leV/k 1.160450(36) 104K 31 

Voliage-wavelength 1.2398520(32) 10-6 eV'm 2.6 
conversion, he 10-4 eV 'em 2.6 

Rydberg constant R",hc 2.179907(12) 10- 18 J 5.4 
10-11 erg 5.4 

13.605804(36) eV 2.6 
Rxc 3. 28984200(25} 1015 Hz 0.075 
Rxhc/k 1. 578885(49} 105K 31 

Bohr magneton ILH 5.7883785(95) 10-5 eV ·T- I 1.6 
ILBlh 1.3996123(39) 1010 HZ'T- 1 2.8 
IJ-Rihc 46.68604(13) m-I'T- 1 2.8 

10-2 cm-1'T- 1 2.8 
IJ-nlk 0.671712(21} K·T- I 

31 

Nuclear magneton IJ-.\' 3.1524515(53) 10-8 eV ·T- 1 1.7 
JLxlh 7.622532(22) 106 HZ'T- 1 

2.8 
JLx1hc 2.5426030( 72) 10-2 m-1·T,1 2.8 

10-4 em-I ·T-I 2.0 
JLNlk 3. 65826( 12) 10-4 K·T- 1 

31 

a See footnote a, table 33.1, and text. 

constant; Vii = Ei2, is thus equal to (G-l)ih while the 
covariance of the ith and jth adjusted constants, Vih 'is 
given by (G-1)u. The error matrix is symmetrical so 
that ViJ = Vji. 

If a quantity Qk depend5 on N 5tati5tically correlated 
quantities Xi according to the equation 

(33.3) 

then the variance in Qk, Ek2, is given by 

(33.4) 

VhP.TP. 1Jij is the covariance of Xi and X j , This. is a 

completely general form. The units of Ek are the same 

as the units of Q" and the units of Vij are the product 
of the units of Xj and XJ' Often it is more convenient to 
express the variances and covariances in relative 
(dimensionless) units, for example, in percent or ppm. 

For most cascs of intere:5t involving the fundamental 

constants, Qk will depend on a number of c~nstants Zj 
as a product of powers: 

Qk ql.' n ZjYl.'j (33.5) 
j=l 

{qJ.' is just a numerical factor). If the variances and 
covariances are then expressed in relative units,eq 
(33.4) becomes 

(33.6) 
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TABLE 33.4. Expanded and combined variance-covariance and correlation coefficient matrix for our final recommended set of constants. The 
variances and covariances, which are, respectively, on and above the main diagonal, are in (parts per million)2. The correlation 
coefficients are in italics below the diagonal 

a -I Ka NA iih A 

-1 0.676 -0.399 a 0.142 -0.010 -0.058 

K3 -0.186 6.808 -13.206 :;:-0.005 3.470 

NA 0.034 -0.98.3 26.516 -0.052 -6.948 

iib -0.064 -0.011 -0.053 0.036 0.014 

A -OJH3 0.249 -0.258 0.011 28.511 

P. 
(. 

0.388 -0.072 0.013 -0.025 -0.005 

e -0.457 0.956 -0.902 0.075 0.230 

h -0.334 0.986 -0.951 0.070 0.242 

ml' -0.034 0.986 -0,997 O.O,li,'.{ O.?5? 

F -0.404 -0.811 0.898 -0.020 -0.225 

where the Vij are to be expressed, for example, in 
(ppm):!. Equation (33.4) may also be written in terms of 
correlation coefficients define d by rl) =Vu / (vnvJJ) 1/2= 

Vij/EiEj (note that rii=l): 

N ()2 N 2 aQ" 2' aQ,. .. aQ". 
E" = 2: -- E; + 2: riJE;Ej---- (33.7) 

i=l ax; itf aX; aXj' 

Similarly for eq (33.6): 

EJ.:2 ::= i Y kj 2Ej 2 + ± rijEjEjYI."YI.'j, (33.8) 
i=1 iN 

where the Ei are to be expressed in ppm. Clearly, if 
rij=U for i=l=j (i.e., no correlation), then eqs (33.7) and 
(33.8) reduce to the usual law of error propagation for 
uncorrelated quantities. 

Table 33.4 gives the combined variance-covariance 

J. Phy,.. Chcm. Ref. Data, Vol. 2, No.4, 1973 

p.P e h me F 

0.725 -1.086 -1.495 -0.142 -0.943 

-0.428 7.203 14.006 13.207 -6.003 

0.153 -13.400 -~{).{)58 -26.373 13.116 

-0.011 0.041 0.072 0.052 -0.01l 

-0.062 3.512 7.027 6.911 -3.106 

5.165 -1.165 -1.604 -0.153 -1.0}2 

-0.178 8.330 15.573 13.401 -5.071 

-0.130 0.991 29.651 26.661 -11.085 

-0.013 0.904 0.953 ?6~7fi -1'2.<172 

-0.157 -0.619 -0.718 -0.890 8.045 

and correlation coefficient matrix for our recom­
mended set of constants. For the convenience of the 
reader, we have expanded this matrix to include e, h, 
me, and F in addition to the constants actually used as 
unknowns in the adjustment. Such an expansion 
follows from the fact that the covariance of two 
quantities QJ.: and Q.~ is simply 

f ~ aQ" aQ.~ 
t-i (:t ax i aXj 

(33.9) 

If Q". and Q.~ are of the form given in eq (33.5), we can 
then write in place of eq (33.9) 

J J 

Vks = 2: 2: YkjYsj V(j, (33.10) 
;=) j=l 

where the Vi) are to be expressed in (ppm)2. 
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\"As an example of the use of these matrices, we 
~om.pute the ratio ,hIe and its uncertainty. Combining 
the" two equations for hand e given earlier in this 
'section yields 

hIe = [2/(2elh )BI69] . KR . (33.11) 

/Taking (2elh)B169' K, and Ii as given in table 33.2, we 
;then obtain hIe = 4.135701 X 10-1!; J·s·e- I • To 
calculate the uncertainty in hie we use eq (33.6) and 
table 33.4. Letting K correspond to j=2 and R to j=4 
,gives 

(33.12) 

(Note that auxiliary constants are always assumed to 
be exactly known.) Comparing eq (33.11) with eq (33.5) 
yields Y2 = 1 and 'Y4 ~ l. Thus we obtain from eq 
(33.12) and table 33.4, 

€~'e = [6.808 - 2(0.005) + 0.036] (ppml, (33.13) 

)r Ehlf! = 2.614 ppm. An alternate procedure would be 
to evaluate Ehlf! direc'tly from table 33.4; then e 
corresponds to j = 7 and h to j = 8, and we find 

= [8.330 - 2(15.573) + 29.651] (ppm)2, (33.14) 

which of course also yields Ehlt 2.614 ppm. 

v. Conclusions 

Here we summarize the main features of the present 
'Work as well as attempt to put it in perspective with 
~"'gard to similar past efforts. 

A. Comparison with Past Adiustments and Overall 
Qual ity of Present Adiustment 

In the following two sections, we compare selected 
values of our best WQED and final recommended 
constants with their appropriate counterparts resulting 
from the two most recent adjustments; and point out 
what we consider to be the present major areas of 
difficulty in the fundamental constants field and the 
future research necessary to eliminate those difficul­
ties. 

34. Changes in the Va'ues of Se'ected Constants 

In table 34.1 we compare our 1973 WQED values for 
several constants with the similar WQED values given 
by Taylor et al·. [0.1] in their 1969 adjustment. From 
the table, it is clear that the changes in a-I, e, h, me, 
and A are well within the respective one standard 
deviation uncertainties of the 1969 results. However, 
this is obviously not the case for N A, fJ-~/fJ-N' and F. 
These quantities have changed three to four times 
their respective 1969 uncertainties. The reason for 
this, of course, is that in their 1969 adjustment, Taylor 
'et ale 'discarded the so called 'high values" of IL~IILN' 
retaining the "low values" and the Craig et a1. 
determination of the Faraday which were highly com­
patible (see sec. III. A.29). In the present work, we 
have deleted this determination of the Faraday and 
also that of Marinenko and Taylor (which is in good 
agreement with that of Craig ,et al.), and have used for 
I-'~JfJ-," the two recent sub-ppm determinations of Ma­
myrin et a1. and of Petley and Morris which. although 
in excellent agreement, are some 10 to 30 ppm larger 
than the low values used by Taylor et a1. in 1969. It 
should also be noted that any other quantity which 

TABLE 34.l. A Comparison of our best WQED values for a -I, e, h, mp ' N A, IL,:IIL!IJ, F. and A with the WQED 
values resulting from the 1969 adjustment of Taylor et a1. a , 

Value, this Uncer- Value, 1969 Uncer- Change 
Quantity Units adjustment tainty adjustment tainty 1973-1969 

(ppm) (ppm) (ppm) 

-1 a 137.03612(15) l.1 137.03608(26) 1.9 +0.3 

e 10- 19 C l.6021876(50) 3.1 1.6021901(Rl) FiO -1.6 

h 10-34 J·s 6.626167(38) 5.7 6.626186(57) 8.5 -2.9 

me 10-31 kg 9.1 09533( 4 7) 5.1 9.109553(56) 6.2 -2.2 

NA 1023 mol- l 
6.022046(31) 5.2 6.022174(41) 6.8 -21 

JL;IJLN 2.7927740(11) 0.38 2.792709(17) 6.2 +23 

F 104 C'mol-1 
9.648447(29) 3.0 9.648667(54) 5.6 -23 

A. 1.0020771(54) 5.3 1.0020762(53) 5.3 +0.9 

a Ref. [0.1]. 
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TABLE 34.2. A Comparison of our final recommended values for a-I, e, h, m .. , N A , JL;IJ.LN, and F with those final recommended values 
resulting from the 1969 adjustment of Taylor et al., and the 1963 adjustment of Cohen and DuMon'da 

Quantity'b 
Value, this Value, 1969 Change Value, 1963 Change 

adjustment, and adjustinent, and 1973-1969 adjustment, and 1973-1963 
ppm uncertainty ppm uncertainty (ppm) ppm uncertainty (ppm) 

-I 137.03604(1l) 0.82 137.03602(21) 1.5 +0.15 137.0388(6) 4.4 -20 a 

e 1.6021892(46) 2.9 1.6021917(70) 4.4 -1.6 1.60210(2) 12 +56 

h 6.626176(36) 5.4 6.626196(50) 7.6 -3.0 6.62559(16) 24 +88 

me 9.109534(47) 5.1 9.109558(54) 6.0 -2.6 9.10908(13) 14 +50 

NA 6.022045(31) 5.0 6.022169(40) 6.6 -21 6.02252(9) 15 -79 

JL~/f.LN 2.7927740(11) 0.38 2.792709(17) 6.2 +23 2.79268(2) 7.2 +34 

F 9.648456(27) 2.8 9.640670(54) oJ.oJ -22 9.64870(5) 5.2 -25 

a Refs. [0.1] and [29.1]. 
h The units fore are 10- 19 C: for h. 10-34 J-s: for m .. , 10-31 kg; forN A, 1023 mol-I; and forF, 104 C-mol- I

• 

depends on N A (such as mp ), or on IL~//-LN (such as 
mplme), will exhibit a similar large change between its 
1969 and 1973 values. The dependence of the adjusted 
values of N A on ~IILN may be seen by expressing 
/-L ~ I ILN in terms of the variables of our least-squares 
adjustment. We find from table 29.1 

(34.1) 

Since none of the quantities on the right side of this 
equation have changed greatly since 1969 (although 
there have been significant improvements in accu­
racy), any change in /-L~//-LN between the two· adjust­
ments is reflected as a corresponding inverse change 
in N A' We also note that the uncertainty in N A is 
determined 'primarily by the uncertainty in K2. 

In table 34.2 we compare our 1973 finalrecom­
mended values for several constants with the similar 
recommended values given by Taylor et al. in their 
1969 adjustment, and for historical purposes, with 
those given by Cohen and DuMond in their 1963 
adjustment [29.1]. Clearly, the previous statements 
maue n:gi:uuillg ll:1Lle 34.1 l:1pply here as well. We also 

note that the uncertainties for the 1973 values are 
lower than the corresponding uncertainties for the 
1969 values. There are four·main reasons for this. 

(a) Four values of 'Y~(low) were used in the present 
adjustment rather than two as in 1969: Those of ETL, 
NBS, NPL, and VNIIM, vs those of NBS and NPL. 
Although we expanded the a priori uncertaintie~ 
assigned the four by the multiplicative factor 1.43, the 
uncertainty in their weighted mean is still less than it 
was for the weighted mean of the NBS and NPL 
results used in 1969. This is due in part to the 
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increased number of values in 1973 as well as. to their 
lower individual uncertainties. 

(b) The Josephson effect values of 2e/h available in 
1973 (in as-maintained electrical units) are so precise 
that.2e/h may be taken to be an auxiliary constant. 
This was not the case in 1969. At that time, the 2.4 
ppm uncertainty assigned the only available Josephson 
effect measurement of 2e/h made it necessary to 
include it as a stochastic input datum. The net effect 
of (a) and (b) together is to reduce the uncertainty in 
aWQED from 1.9 ppm in 1969 .to 1.1 ppm in 1973 (see 
table 34.1). 

(c) Many more items of QED data have been 
included in our 1973 adjustment than were included in 
the 1969 adjustment of Taylor et al. Indeed, they only 
used the value of ex derived from the hydrogen 
hyperfine splitting. Although we have expanded the a 
priori uncertainties assigned the QED data in the 
present work by the multiplicative factor 1.40, the 
QED data still provide a value of a with an uncertainty 
of about 1.2 ppm. This is significantly less than the 2.6 
ppm uncertainty of the Hhfs value of ex used by Taylor 
et al. in 1969, and is due in part to the many more 
items of QED input data used here and to the 
improvement in the uncertainty assignment of a(Hhfs) 
from 2.6 ppm to 1.6 ppm. 

(d) The two values of J-L;/J-LN which we have used in 
the 1973 aliju:stmenl hl:1ve uncerll:1inlie:s LeLween 13 

and 60 times less than the uncertainties of the values 
used hy Taylor et al. This accounts in large measure 
for the decrease in the uncertainties in N A and F 
between the 1969 and 1973 adjustments. 

Tables 34.1 and 34.2 once again emphasize the point 
made in ref. [0.1]: " ... no set of fundamental 
CIITl:o;tants :should be taken as Gospel truth." Although 
we ft~el that the present adjustment brings us another 
step doser to that truth, we also " .... recognize that 
furl her significant changes in our knowledge of the 
constants may well take place." 
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35. Current Proble ..... Areas and Future Research 

We believe that the present state of our kno~ledge 
~ollcerning the fundamental physical constants, while 
~'¥tisfactory in some cases, is extremely unsatisfactory 
~fiothers4 

'Perhaps the area of greatest concern is the inconsis­
t~ri.cy between the various deter~inations of the gy­
t,i.>magnetic ratio of the proton. The 10 ppm spread in 
(lj'e four presently available low field measurements is 
itisturbing. Although the X2 for the distribution of the 
t~'u; determinations is not statistically improbable 
"o~ds approximately 10:1 against), the large scatter 
~()rced us to expand the a priori uncertainties of the 
ldw-field measurements by' the factor 1.43 and pre­
~~rited the use of aWQED as a critical test of its QED 
~9unterpart. 
, Some resolution of this situation might be reached if 
iricreased accuracy could be achieved in the high field 
ijeterminations of 'Y~ and in the determination of the 
i~t,n·pere conversion factor, K. With the presently 
:available data the uncertainty (standard deviation) of 
§t,l\e low field 'Y~ determinations is 2.3 ppm, that of the 
'~e;h field clp.terminations is 6.8 ppm. If the accuracy 
~6fthe high field measurements could be improved by a 
'factor of 3 so as to bring it equal to that of the low 
Wj~ld data, we would not only have a value of K 
;accurate to 1.6 ppm [see elJ (14.12)], but aho a 
t~j~ificantly improved value for the Avogadro constant 
t~~e eq (34.1)] and independent verification of the 
iE'araday r see eq (29.4)], as has been recently empha­
;~ized by Taylor [35.1]. 
~r+iWe thus conclude that improvements in the accu­
'¥~ty of measurements of the gyromagnetic ratio by 
bhth the low field and high field techniques (hopefully, 
lhthe few parts in 107 level) should be considered of 
the highest priority in the area of precision measure­
)~l~Ilts; until this is achieved, we are severely limited 
~i,~"io what can be said experimentally about the 
~~istenceof proton polarizability, the completeness of 
~~e theory of the muon hyperfine splitting or even a 
~6ssible critical test of Wyler's intriguing theory of the 
fine-structure constant [35.2].35 It is therefore fortu­
~~te that several' groups are working on this problem 
~t4.13, 14.19, 35.4]. 
-~lternatively, a direct remeasurement of the Fara­

~:ay constant would help t~ resolve the question of 
f~~sible systematic error in ihe existing measurements 
~f".t~at quantity. The two currently available Faraclay 
~~bnstant determinations are so inconsistent with the 
~t'lier data that they h'ad to be deleted. This is, of 
~~urse, a highly disturbing situation. Although the 
ltther data appear to be sufficiently reliable and 
,;~:bn~istent that the finger' of suspicion points unequivo­
!:hillyat the Faraday, it would be more satisfying if a 

f~j.':Wyler'lltheoretical value for a-I ill (lw<!9)(1201r)J'4 .. 137.0360824 ... , which may he 
: .. ~. with our final recommended value, 137.03604(11), Wyler also prc.-dicled \35.3] 

",-~ = 1836.118108 , . " which may be compared with our final recommended 
::'1836.1&11:>2(70). 

direct experimental confirmation of the incorrectness 
of the two exis'ting values was obtained. The Faraday 
determinations now underway at NBS and NPL will 
hopefully resolve this question [13.4, 35.5, 35.6). 

The unsatisfactory situation with respect to the x-ray 
data which faced Taylor et al. in 1969 is still present 
today. The only two new items of data which have 
become available since then areA. Henins' 10 ppm 
determination of the ratio A, and the 33 ppm determi­
nation by van Assche et a1. of the electron Compton 
wavelength Ac. Unfortunately, none of the combined x­
ray-optical interferometer experiments now underway 
[16.10, 35.7, 35.8] have yielded a result sufficiently 
reliable to include' in an adjustment (see sees. II. B.16 
and 17). We trust that this situation will not continue 
indefinitely and that x-ray measurements will play an 
important role in future adjustments, especially in 
determining a value of the Avogadro constant and in 
resolving the Faraday discrepancy once and for all [see 
eq (29~4)]. 

While the situation with the QED data has improved 
considerably since 1969, there are still some major 
problems. These inclllde~ (1) Thp. p.xtremely discrepant 
nature of the supposedly' highly aocurate Kaufman, 
Lamb et a1. determination of (tJ.E S )H, implying 
perhaps that' the kind of experiments used to deter­
mine hydrogen fine-structure are not as well under­
stood as believed. Another indication of this possibility 
is the apparent magnetic field dependence of the 
hydrogen fine-structure measurements [23.12] and 
their generally low implied values of a-I, (2) The 
uncertainty in the theoretical expression for the hydro­
gen hyperfine splitting due to our lack of complete 
knowledge concerning the proton' polarizability; (3) the 
relatively large uncertainty in the presently available 
determinations ()f /-L/L/IJ-p which limits the aCl.:!uracy of 
the value of a which may be derived from the 
combined Chicago-Yale 0.4 ppm determination of the 
muonium hyperfine splitting, VMhfs; and -(4) the uncer­
tainty in the theoretical expressions for the hyperfine 
splitting in muonium and positronium and for the fine­
structure in helium. The fact that we had to expand 
the a priori uncertainties assign,ed the QED data by 
the multiplicative factor 1.40 in order to make them 
more' compatible quantitatively reflects some of the 
problems with these data. We strongly urge that work 
aimed at eliminating these difficulties be carried out at 
thc carliest possible time. The theory of the proton 
polarizability and of the hyperfine splitting in muonium 
and positronium would seem, to be of particular 
importance. 

We also note that if the experiments referred to 
above are successful in determining 'Y~(low) with an 
accuracy of few parts in 107, then improved measure-' 
ments of Roo, 08J69/11, and /J.p//J.B (e.g., accuracies of a 
few parts in 108) would he usefUlin order to ohtain a 
value of the fine-structure constant with the highest 
possible accuracy (l'IP.p. eq (31.1)]. 
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While the Newtonian gravitational constant, the gas 
constant, and the Stefan-Boltzmann constant play no 
role as yet in a least-squares adjustment, they are still 
of great intrinsic importance. In view of the fact that 
no postwar measurements of R exist, it would seem 
that new and improved measurements would be espe­
cially in order. Thus, Quinn's [25.6] recent proposal 
for determining R from velocity of sound measure­
ments should no doubt be actively pursued. 

In conclusion, we believe that there is much useful 
work yet to be done in the fundamental constants field 
and that the romance of the next decimal place ~hould 
be passionately pursued, not as an end in itself but for 
the new physics and deeper understanding of nature 
that presently lie concealed there. 
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Notes Added in Proof 

We note here recent. developments relevant to. the 
subject matter of this paper that have occurred or 
have come to our attention since its completion. (Each 
paragraph is keyed to the corresponding section in the 
text.) 

1. 2elh from the Josephson Effect. Experimental tests 
of the exactness of the Josephson frequency-voltage 
relation (upon which the determination of 2elh de­
pends) have yet to uncover any deviations. Two of the 
more recent attempts to detect such deviations are 
those of.J. C. Gallop (National Physical Laboratory 
Report Qu 25, August, 1973) and J. C. Macfarlane 
[Appl. Phys. Lett. 22, 549 (1973)]. T. A. Fulton [Phys. 
Rev. B 7, 981 (1973).] has shown theoretically that any 
"corrections" to 2elh as obtained from the Josephson 
frequency-voltage relation would imply a breakdown in 
Faraday's law. 

2,4. Volt and Ohm Intercomparisons. A regular 
triennial international comparison at BIPM of thc as­

maintained units of voltage and resistance of the 
various national laboratories was carried out during the 
first half of 1973. However, at the time of this writing 
(November, 1973), the final results of these intercom­
parisons were not yet available. 

3. Speed of Li.ght. T. G. Blaney et al. [Nature 244, 
504· (1973)] have recently confirmed one of the more 
important intermediate frequency ratios of Evenson et 
al. 's [3.1] measurement of the frequency of the 
methane stabilized He-Ne laser which determined the 
value of c recommended by the CCDM at their June, 
1973, meeting (see sec. II.A.3). We have, of course, 
adopted the CCDM value as our recommended value. 
We also note that the Comite International des Poids 
et Mesures (CIPM), at its 62nd meeting held in . 
October, 1973, has now approved the June recommen­
dations of the CCDM (E. Ambler, private communica­
tion). 

7. Bound State g-Factor Corrections. The theoretical 
bound state g-factor corrections of Grotch and Heg­
strom which were uscd in section II.A.7 havc received 

additional experimental support. J. S. Tiedeman and 
H. G. Robinson (Atomic Physics 3, Ed. by S. J. Smith 
and G. K. Walter (Plenum Press, New York, 1973), p. 
85) report the preliminary experimental result 

which compares favorably with the theoretical result of 
eq (7.2a), 1-17.705 X 10-6 • Furthermore, Grotch and 
Hegstrom [Phys. Rev. A 8, 1166 (1973)] have extended 
their work to helium and find 

(See also M. L. Lewis and V. W. Hughes, Phys. Rev. 
A 8, 2845 (1973).) This result is in good agreement 
with the experimental measurements of E. Aygiin, B. 

J. Phys. Chem. Ref. Data, Vol. 2, No.4, 1973 

D. Zak, and H. A. Sugart [Phys. Rev. Lett. 31, 803 
(1973)] who find the ratio to be 1-23.50(30) X 10-6 • 

9. Atomic Masses. The relative atomic masses of the 
nuclides of Wapstra, Gove, and Bos which are listed in 
table 9.1 and which we have used herein have been 
further updated by these workers prior to final publi­
cation by taking into account the most recent data. 
However, the resulting changes in the values of table 
9.1 (one or two digits in the last place) are entirely 
negligible as far as our recommended values are 
concerned. 

10. Rydberg Constant. We note here that laser 
saturated absorption spectroscopy may shortly yield a 
value of R-x accurate to 1 or 2 parts in 108• (See T. W. 
Hansch, I. S. Shahin, and A. L. Schawlow. Nature 
Phys. Sci. 235, 63 (1972).) Indeed, Hansch (private 
communication) is well on the way towards obtaining 
such a result. 

12. Absolute Ampere. In a pdvalt: cUHuIlunication, S. 
V. Gorbatsevich has provided us with further results of 
the VNIIM absolute ampere experiments. However, a 
detailed description of the work is not given. He 
reports that AVNIIM,67/A was found to be as follows in 
the years indicated: 

1966: 1.0000165(27) (2.7 ppm), 

1968: 1.0000158(16) (1.6 ppm), 

1969: 1.0000162(18) (L8 ppm). 

The quoted uncertainties are the statistical standard 
deviations of the means of some 80 to 90 measure­
ments. Correcting for known changes in the as­
maintained VNIIM ohm, and using the results of the 
1967 BIPM triennial intercomparison, Gorbatsevich 
finds for K == ABI69IA: 

1966: 0.9999965(27) (2. i ppm), 

1968: 0.9999963(16) (1.6 ppm), 

1969: 0.9999973(18) (1.8 ppm). 

These data yield a weighted mean of 0.9999967(12). 
Taking into account the most recent determinations of 
the gravitational acceleration intxoduce:s a -1.0 ppm 

correction to this result while the estimated effect of 
wire strain leads to a (2.0 ± 1.0) ppm correction. 
Thus, Gorbatsevich reports the final value 

K = 0.9999977(60) (6.0 ppm), 

where the quoted uncertainty now includes both 
random and systematic uncertainty components. 

The above result may be compared with our recom­
mended value, K = 1.0000007(26) (2.6 ppm). The 3.0 
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,ppm difference between the two is clearly consistent 
'w~th the assigned uncertainties. Although information 
~oncerning the VNIIM result sufficient for us to 
'~eriously consider it as a potential stochastic input 
datum is presently not avciilable, we do note that 'if it 
Were included, our recommended values for the var­
iqus constants would change by only small fractions of 
,their assigned uncertainties. Similarly, the uncertain­
ties themselves would change by only small amounts. 
~,his may be readily seen from table I. We give there 
ih the column labeled Case A representative results of 
ian adjustment identical to that used to obtain our final 
recommended values but with the VNIIM datUm 
iricluded. (For this adjustment, X2 is 14.71 for 22 
degrees of freedom; RB = 0.82.) For reference pur­
'poses, we also repeat in the second column of the 
,table the final recommended uncertainties of the 
:r-elevant quantities as originally given in tables 33.1 
"and 33.2. A comparison of the two columns clearly 
'shows that any changes in our recommended values 
d4e to the VNIIM result would be entirely negligible. 

15. Proton Magnetic Moment in Nuclear Magnetons. 
';;'~he final report by Petley and Morris [J. Phys. A: 
,Math., Nucl. Gen. 7, 167 (1974)] on their omegatron 
~:measurements of /L~//LN gives 

~B the final result' of their work. This may be 
,~pmpared with the value given in their preliminary 
'ieport, 'ref. [15.13], and which we have used in the 
-~~esent paper: 

U.~/P,N 2.7297748(23) (0.82 ppm). 

Although the result itself is unchanged, the fin a] 
uncertainty is 0.1 ppm less than the preliminary 
uncertainty. However, this 'change is obviously entirely 
negligible as far as our final recommended values are 
concerned. Its primary effect would be to lower the 
uncertainty of o~r recommended values for /L~//LN and 
other closely related quantities such as I.L,)/LN and 
mp/me frQm 0.38 ppm ~o 0.37 'ppm. With regard to 
the numerical values of these three constants them­
selves, they would increase by only 0.02 ppm. Other 
constants would generally change by less than 0.01 
ppm. 

16. Ratio, k;tu to c1,,,gstrum. The cUJ~lbined x-ray and 
optical interferometer measurement of A by Deslattes 
and collaborators at the National Bur~au of Standards 
which was discussed in sections II.B.16 and 17 has 
advanced to the point where reliable results are now 
available. 'R. D. Deslattes and A. Henins [Phys. Rev. 
Lett. 31, 972 (1973)] repor~ that 

A = 1.0020802(10) (1.0 ppm), 

based on the x-unit scale we have used herein 
(A.(CuKa 1) == 1.537400 kxu). This value exceeds our 
final recommended value given in table 33.2, 

A = 1.0020772(51) (5.3 ppm), 

by only 3.0 ppm, well within the 5.3 ppm uncertainty 
assigned the latter. Thus, the two values are quite' 
consistent. 

It is of interest to investigate the effect of this new 
result on our recommended values of the constants. If 
it were !'limply lll'lf'iI !=IS :m ailditional stochastic input 

TABLE 1. Possible changes in our final recommended values for various changes in input 
data 

ppm ppm change in recommended value (first number), 
uncertainty and in its uncertainty (second number) 
in final rec-

Quantity ommended 
value 
(from Case Aa Case Bb Case CC Case Dd 
tables 

33.1,33.2) 

a-I 0.82 0.03 0.00 -0.01 0.00 0.01 0.00 -0.03 0.04 
ABI69/A 2.6 -0.5 -0.2 0.3 -0.1 0.2 -0.1 0.0 0.0 
N/'I. 5.1 0.9 -0.4 -0.7 -0.1 -0.5 -0.2 0.0 0.0 

o B/69 10 0.19 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
A 5.3 -0.2 0.0 2.9 -4.3 3.1 -4.3 0.0 0.0 
J.L,../IJ-p 2.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.2 
e 2.9 -0.5 -0.2 0.4 -0.1 0.2 -0.1 0.0 0.0 
h 5.4 -1.0 -0.4 0.7 -0.1 0.5 -0.2 0.1 0.0 
me 5.1 -0.9 -0.4 0.7 -0.1 0.5 -0.2 0.0 0.0 
F 2.8 0.4 -0.1 -0.3 0.0 -0.3 -0.1 0.0 0.1 
'Y~ 2.8 0.4 -0.1 -0.3 -0.1 -0.3 -0.1 0.0 0.0 
IL~IIL.\' 0.38 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

a VNIIM value for K == ABJ8s/A included. b Deslattes and Henins' vaJue for A included. 
C Deslattes-Henins value for A included but most x-ray data deleted. d Carroll and Yao's 

calculation for C fused. 
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datum with an uncertainty as given, then we would 
obtain the results summarized in table I in the column 
labeled Case B. Clearly, our final recommended values 
for the various constants would change by only small 
fractions of their assigned uncertainties and the uncer­
tainties themselves would change by only small 
amounts. The only exception, of course, would be A 
itself. For this quantity we would find 

A = 1.00208010(98) (0.98 ppm), 

very nearly the Deslattes-Henins input value. (For this 
adjustment, X2 is 14.81 for 22 degrees of freedom; RB 
= 0.82.) 

The above procedure would, however, be rather 
unrealistic since Deslattes and Henins' result now 
makes obsolete all of the x-ray data except perhaps 
the two measurements of N AA3. (This is obviously true 
for the three values of A, eqs (16.3), (16.5), and (16.7). 
It is also true for the two values of Ac, eqs (18.2) and 
(18.3), since Ac in metres as determined from R x and 
a is so well known that the x-ray measurements of Ac 
are essentially determinations of A.) Thus, using the 
same data as were used in our final adjustment but 
with eqs (16.3), (16.5), (16.7), (18.2), and (18.3) re­
placed by the Deslattes-Henins value of A, and 
without expanding the uncertainties of either this value 
or the two valu.es of N AA 3 since they are highly 
compatible, we obtain the results of Case C in table I. 
(For this adju::!tment, ;(2 is 11.21 for 18 degrees of 

freedom; RB = 0.79.) Clearly, the remarks made con­
cerning Case B hold for this case as well. The 
adjusted value of A would be 

A = 1.00208027(98) (0.98 ppm). 

We also note that with the availability of the 
Deslattes-Henins result, including even the two N AA3 
determinations as was done above is questionable. The 
reason is that the new result, in combination with the 
two measurements of N AA3, yields a value of N A with 
an uncertainty just about three times larger than the 
uncertainty in the value of N A implied by the other 
data [see eq (34.1)]. Conversely, the value of A implied 
by this value of N A and the ~wo available determina­
tions of N .l\A3 has an uncertainty close to five times 

that of the Deslattes-Henins result. Thus, one could 
seriou~ly consider discarding all of the x-ray data 

. except the new value of A. 
19. Electron Anomalous Moment. Two new values of 

C 4 have become available since the completion of our 
paper. The recalculation by Wright and Levine dis­
cussed in section II.C.19 has now been completed [M. 

J. Levine and J. Wright, Phys. Rev. D, 8, :{171 
(1973)]. They report 

Levine, Wright: C4 = 0.883(60). 
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This result includes the analytic (exact) values for a 
number of graphs as calculated by M. J. Levine and 
R. Roskies [Phys. Rev. Lett. 30, 772 (1973)], some of 
which have been recently confirmed by K. A. Milton, 
W. Tsai, and L. L. DeRaad (Phys. Rev., to be 
published). Anew, completely numerical calculation 
by R. Carroll and Y. P. Yao [Phys. Lett. 488, 125 
(1974)] using the mass operator formalism gives 

Carroll, Yao: C4 = 0.737(60). 

Both of these new results may be compared with that 
of Kinoshita and Cvitanovic which we have used in the 
present work [eq (19.6)]: 

Kinoshita, Cvitanovic: C 4 = 1.024{40). (19.6) 

Clearly, these three values of C 4 are in rather poor 
agreement. The value of X2 for their weighted mean is 
16.43 (R B 2.9). The probability for two degrees of 
freedom that a value of x: this large or larger could 
occur by chance is less than 3 in 104 • Further work 
will be required to resolve this discrepancy. 

Two additional calculations of C a have a]1;u n:­

cently been completed. J. Calmet and A. Peterman 
[Phys. Lett. 478, 369 (1973)] find Ca == 0.366(10); C. 
Chang and M. J. Levine (as quoted in the above 
Levine and Wright paper) find Ca = 0.370(13). These 
two results are in excellent agreement and yield a 
weighted mean of Ca = 0.367(8). The value of Ca we 
hC1Y~ u:;~J in lht: plesent paper HoI!) obtained by Aldin5 

et aI., C 3 = 0.36(4) [see eq (19.5)], is obvio':lsly in quite 
good agreement with the two new calculations. 

It is of interest to investigate the effect of the new 
results for C on our final recommended values. (The 
effect of the two new calculations of C 3 alone would be 
undiscernible since a 0.007 change in C!,\ and hence in 
C corresponds to only a 0.08 ppm change in the 
implied value of a-I(ae).) Following section II.C.19 but 
taking the value of C4 as appropriate and C:1 == 0.367(8) 
as above, we find 

Levine, Wright 
C = 1.1;;2(61), 

a-t(af.) = l:H.O;{S43(42) (3.1 ppm); 

Carroll, Yao 
C 1.006(56), 

(t I(ll,.) 137.03521(42) (3.1 ppm). 

Th(·s(' vallll's lIlay he eompared with the corresponding 
valll('s IIs,·d ill the present work which were based on 
11\1' 1"'slIlh of Kinoshita and Cvitanovic, and the value 
C;\-:: O.:\hul·) of Aldins et aI.: 

C = L2S5(57), 

(\' '(uf .) = 137.03563(42) (3.1 ppm). (19.8) 

Tb,' 11IH'C'rtainty in these values of a-1(ae) is due 
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t~timJmly to the 3.0 ppm experimental uncertainty in 
'q1~~1~q(19:1)]. Thus~ this uncertainty masks the changes 
!~j~:~~:'(ae) of (-LS ± O.S), ppm and (-3.l ± O.S) ppm 
f:~~~::to the changes in C which follow respectively from 
Ui,e';Levine-Wright and Carroll-Yao calculations. 

:tis an example of the influence of these new values 
~{':"9!;-l(ae) on our final recommended values for the 
~§ft~tarits, we consider the more extreme case; that of 
~~r611 and Yao. Using the value of a-t(a",) implied by 
~fl~~t calculation in place of that implied by the work 
~~;~;~noshita andCvitanovic, eq (19.S), we first find 
~~t.the, QED data are somewhat more incompatible 
t:h~n previously; the multiplicative factor. to obtain 
#~mpatibility (i.e., R B ) is 1.56 compared with 1.40 (see 
~~~: III. C.3l). Then, using the Carroll-Yao a- 1(ae ) 

~~~~tilt and applying this expansion factor to all of the 
J~En data but otherwise repeating the adjustment. used 
t9~~()btain our recommended values, we find the results 
~W"Case D in table I. Once again we see only 
,oe8a~iollal v t:l'y llliuUl' dU:lugt::s ill LoLh Lhe numerical 
,:"aI~es of our recommended constants and in their 
~p~~ertainties. 
,}'\Ve also note that a new determination of a e by F. L. 
~@,.is and T.S. Stein has recently been reported 
~~PYs. Rev. Lett. 31, 975 (1973)]. Using a bolometri~ 
~~~~nique to observe the g-2 resonance of a stored 
:~T~ctron gas, they find ae =0.001159667(24) (21 ppm), 
~p)"good agreement with the result of Wesley and Rich, 
~g::(19.1), but the uncertainty of the Walls-Stein value 
~~t~pme 7 times larger. 
,c>?~. Muon Magnetic Moment. The 7.8 ppm correction 
~'u~'to Jarecki and Herman which was ·used in section 
~J~:~~21 to take into account the pressure shift in giM) 
~~~:~ms to he ~lightly in error. These workers uppur· 
~~~it.ly used the gage pressure (230 psi) of the two 
~f'l~vant Chicago measurements rather than the abso­
;!~~!~ pressure. The correction should actually be 8.3 
r""~ The net effect of this change is to lower the 
~~;"Xje of /L,)/Lp resulting from the Chicago work, eq 
;\¥21(S), by 0.5 ppm to 

iJ-p./p..p = 3.1833480(148) (4.7 ppm). 

~~-o}j:.us, the Chicago result is now in .even better 
.Jt~ement with the more' accurate value of Crowe 
WlI1.iams et aI., eq (21.1), than it was pr~viously. ' 

:Ifis rather obvious that this approximate one tenth 
!~~:n-d.ard deviation shift would hRVP little impRc.t on 
f~pr~recommended values. Its effect on the weighted 
'~$~~~ of the three direct measurements of J.L~/#J-p, eqs 
l~!}l), (21.2), and (21.5), is to decrease it by 0.1 ppm. 
..': ';quantity a-l(vMhfs), eq (22.4), would thus decrease 

nly 0.05 ppm, and the consistency factor for the 
..... :. data would change by only 0~01 from lAo to 
): The vast majority of our recommended values 
d ,change by no more than 20r 3 parts in I OS, with 

~;exception of J.L,.,,/p.p and other closely related 
_,,;';~titiiies such as mJme and mp'; these would change 
',{\Q~07 ppm. The uncertainties of the recommended 

values would remain as given in tables 33.1-33.3 
22. Muonium Hyperfine Splitting. The final report 

by the Chicago group of their ze'ro-field Ramse,y 
resonance work originally described in ref. [22.14] has 
now appeared [D. Favart et al., Phys. Rev. A 8, -1195 
(1973)]. However, the results are unchanged and are as 
given in table 22.2. The Chicago group has also 
carried out an additional measurement using this same 
method but with Ar as the stopping gas [H.G.E. 
Kobrak et aI., Phys. Lett. 43B, 526 (1973)]. They 
report VMhfS(P) = 4463265.3(2.4) kHz for a density cor­
responding to p = lS02 torr. But in obtaining this 
pressure, the real pressure-volume relation for Ar was 
not taken into account. Using the virial coefficient data 

. of 1. H. Dymond and E. B. Smith [The Vidal 
Coeffu:ients of Gases, a Critical Compilation {Claren­
don Press, Oxford, 1969)], we find p = 1805 torr. (It 
should be noted' that this difference is of little practical 
consequence since the total pressure shift correction is 
only of order 10 ppm.) 

We also take this opportunity to similarly correct the 
Chicago Ar measurements of Ehrlich et a1. [22.13] and 
to separate their two 12600 torr runs which they had 
originally combined. (This separation is more consist­
ent with our handling of the Yale data. Note also th~t 
all of the Yale data as well as the remaining Chicago 
data had, in the original papers, been reduced to 0 °C 
using the true pressure-volume relation for Ar and Kr.) 
Thus, the Chicago Ar data of table 22.2 now reads 

Pressure 
(torr) 

3030 
3159 
7150 

12734 
12734 
1805 

Value 
(kHz) 

4463220(22), 
4463249.3(13.2), 
44fl:11!i2.17(? :17), 

4463039.7(12.9), 
4463020.2(11.4), 
4463265.3(2.4), 

where we have also slightly revised the uncertainties 
we had originally assigned the 3150 and 12600 meas­
urements in order to include the systematic effects 
discussed by Erhlichet a1. in ref. [22.13]. 

Repeating the least-squares fit of section U.C.22 
with these and the remaining data of table 22.2, we 
find 

VMhfs = 4463303.S2(1.42)kHz (0.32 ppm), 

(For this fit, X2 is 17.56 for 29 degrees of freedom; RB 
= 0.7S.) In comparing these results with those of 
section I1.C.22, eqs (22.2) and (22.3), we see that the 
changes are extremely minor. The muonium hyperfine 

J.Phys. Chem. Ref. Data, Vol. 2ilNo. 4, 1973 

Downloaded 04 Jun 2011 to 129.6.13.245. Redistribution subject to AIP license or copyright; see http://jpcrd.aip.org/about/rights_and_permissions



734 E. R. COHEN AND B. N. TAYLOR 

splitting remains unchanged and its uncertainty is 
decr.eased by only 0.08 ppm. Similarly, the various 
pressure shift coefficients remain essentially un­
changed but their uncertainties have decreased. 

Since it is necessary to use the theoretical expres­
sion for the muonium hyperfine splitting frequency in 
order to include the experimental value in a least­
squares adjustment, and since the 2.0 ppm uncertainty 
of the former overwhelmingly dominates the ,several 
tcnth~ ppm uncertainty of the later, the effect on our 

recommended values of the above 0.08 ppm decrease 
in the uncertainty of vMhfs(experimental) would be 
completely undiscernable, i.e., changes of less than 
0.01 ppm. 

We also note here that the final report on the 
hyperfine pressure shift measurements of Ensberg and 
Morgan (ref. [22.16]) for hydrogen i~otope5 in argon 

has now appeared ,[C. L. Morgan and E. S. Ensberg, 
Phys. Rev. A 7, 1494 (1973)]. Their final results have 
changed little from those given in ref. [22.16] and 
which we have listed in eq (22.1), except that the 
uncertainties have been considerably reduced. These 
workers have also accurately measured the tempera­
ture dependence of the fractional pre55ure 5hift coeffi­

cient a [see eq (22.1)] and although its effect would be 
rather small, for the sake of completeness it should be 
taken into account in future extrapolations of VMhfs(P) 
to zero pressure. This would require full knowledge of 
the actual temperatures at which the various measure­
ments of VMhfS(P} were carried out. 

22. Hydrogen Hyper/inc Splitting. Essen et a1. in a 

recent publication [Metrologia 9, 128 (1973)] have 
further described their hydrogen maser work at the 
National Physical Laboratory. They have now taken 
into account the so called "stem effect" and find that 
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their earlier result, which was reported in ref. [22.18] 
and which we have given in eq (22.5c), should be 
modified to 

VHhfs = 1420405751.7662(3) Hz. 

The respective 0.0005 Hz and 0.0007 Hz reductions in 
VHhfs and its uncertainty are, of course, inconsequential 
a5 far a5 our final recommended value5 arc concerned. 

24. Newtonian Gravitational Constant. At least three 
experiments are currently underway to determine the 
Newtonian gravitational constant to greater accuracy: 
A collaborative effort between the National Physical 
Laboratory, the University of Edinburgh, and the 
Instituto di Geodesia e Geofisica of the University of 
Trie5te [A. H. Cook, Contemp. Phys. 9, 227 (1968); A. 

Marussi, Memo. Soc. Astron. Ital. 43, 823 (1972)]; a 
collaborative experiment between the National Bureau 
of Standards (Gaithersburg) and the University of 
Virginia (G. G. Luther and W. R. Towler, private 
communication); and a collaborative effort between the 
National Bureau of Standards (Boulder) and the Uni~ 
ver5ity of Colorado at the Joint In5titute for Laboratory 

Astrophysics (J. E. Faller and B. Koldewyn, private 
communication). 

Official, Adoption. Our recommended set of con~ 
stants, tables 33.1, 33.2, and 33.3, were approved for 
international use by the CODATA Task Group on 
Fundamental Constants and adopted officially by the 
8th CODATA General Assembly at its September, 

1973, meeting in Stockholm, Sweden. A summary 
report of the present paper by the Task Group giving 
our recommended values is published in CODATA 
Bulletin No. 11, December, 1973. 
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